CEGA Impact Evaluation DeCal Fall 2009—Problem Set 3

Garret Christensen & Erick Gong

Distributed 10/29/09, Due 11/10/09 in lecture

You are required to format your answers in some sort of friendly readable fashion, in the order the questions are asked. Please also create a log file of your work, and include a print-out with your written answers.  The log file is separate from your actual answers.

Download the SWAY data from Chris Blattman’s website:

http://chrisblattman.com/data/sway/
Use just the SWAY_I_27Jan2009 data-set. If you’re using Small Stata or have an older (Pre-10) version of Stata, use the data I attached in my e-mail.

1. Starting with pretty much every observable baseline characteristic, and then perhaps winnowing out the one’s that turn out to be insignificant (t-stat <2, p-value >.05), build a propensity score that estimates one’s likelihood of being abducted.  Basically, you should try to explain as much of selection into treatment (abduction) as possible. (An easy way to check this is to get the Pseudo R2 as high as possible—it’s in the output of every logit regression you run.)

What types of variables did you end up including? Does this make sense given what it says in the article on 2nd & 3rd paragraphs on page 9?

What is the average of your propensity score for the actually abducted?

For the non-abducted?

HINT: logit treatment list-of-controls




/*uses all the control variables to estimate treatment likelihood*/


predict varname

/*run this immediately after a logit or reg command to store the values as a new variable*/


bysort treatment: summ varname

2. Graph a box-plot of your estimated propensity score for both the actually abducted and the non-abducted.

HINT: graph box var1, over(var2)

3. Is their much overlap in your box-plot?  Do you think the propensity-score method is reliable in this instance? Explain.

4, Regress illiteracy on:

abduction

abduction and the estimated p-score

abduction and the estimated p-score and the controls you used to make the p-score

What is the effect of abduction on illiteracy? Is it statistically significant?

5. (OPTIONAL) Repeat #4, except with a health or labor-market outcome variable of your choice.  Try and find one that sees a statistically significant difference due to abduction.

6. Choose one of the variables from 4 or 5, and instead of using the p-score to estimate the effect of abduction, just regress the outcome of interest on abduction and the background characteristics you used to get the p-score in the first place. Does this change your estimate of the effect of abduction?

7. Use Imbens’ matching command to estimate the effect of abduction on the variable you chose for #6.  Tell the matching command to match based on the variables you used to construct your p-score. Run the matching command twice—once using one match and once using two matches. What is the effect of abduction on your variable? Is this much different from what you got using all the previous methods?

Hint: The matching command is downloadable at http://elsa.berkeley.edu/~imbens/estimators.shtml
Put the match.ado file in your “ado” folder, which is probably in the Stata folder or the root directory. Page 6 of Imbens’ paper (available at http://elsa.berkeley.edu/~imbens/statamatching.pdf) has instructions on how to use the command, but basically, it’s:

match dependentvar treatmentvar all-variables-you’re-matching-on
add “, m(2)” at the end when you want to match against 2 people.
8. Change your matching command to match based on just the estimated p-score. Again, run twice, using one match and two matches. What’s the effect of abduction on your variable? Is this different from what you got in previous questions?

9. Overall, do you feel that propensity scores or matching provides much of an improvement over normal regression? Why or why not?

10. How long did this assignment take you?

EXTRA: If you really love this stuff, another way to use the p-score (and the way it is used in Blattman and Annan’s paper) is as weights in a regression. This is definitely beyond the level of this class, but if you want to experiment, the weights are 1/(P_score) if treated and 1/(1-P_score) if control. Try “help weights” for info on weights; I believe the appropriate type of weights are pweights.  

