
Global Poverty & Impact Evaluation:
Learning What Works for the World’s Poor
Key Terms

September 8: Introduction to impact evaluation in international development
September 15: Randomized Evaluations 1: Introduction, methodology, and the basic econometrics (Case Study: conditional cash transfers in Mexico) 
Correlation: X and Y move together and are somehow related to each other
Causality / Causation (X → Y): A change in X causes a change in Y
Reverse Causality (Y → X): A change in Y caus​es a change in X
Simultaneity (X → Y and Y → X): A change in X causes a change in Y and vice versa
Omitted/Confounding Variables (Z → X and Z →Y): A change in some other omitted or confounding factor Z causes a change in X and a change in Y
Spurious Correlation: X and Y appear to move together but there is no real relationship between them
Causal Inference: Establishing the existence of a causal relationship between X and Y instead of just a correlation (this is the fundamental goal of impact evaluation!)
Exogenous: Something determined outside the model, as though random (e.g. a shock or external change)
Endogenous: Something determined inside the model
Treatment Group: a person or group of people who experience a change in some factor of interest (treatment).

Control Group: someone else whose X didn't change but who was otherwise identical to the treatment group.

Counterfactual: We can't observe the same person both with and without the change in X (the treatment).

Causal effect of some treatment E(Yi | Ti = 1) – E(Yi | Ti = 0): Difference in average outcomes for a group that was treated and a group that was not. 
Random Assignment: Randomly determine who receives the treatment and who does not. With a large enough sample, by randomly assigning people to treatment and control groups we can make the two more or less identical.
Field Experiment: Set up a study to determine the effect of X on Y by using random assignment to determine who receives the treatment.
“Natural” Experiment: A naturally occurring event (e.g. policy change) that differently affects different groups of people by changing X as though random.

White noise error / disturbance term (ε): individual-specific response to a change in X that averages out across the population (e.g. luck in finding a job or in studying the right material for a test)
Expected values: averages, (e.g. E[Y] is the average outcome)
Omitted variable bias: the bias that appears in estimates of regression analysis when the researcher omits an independent variable that should be included in the model (i.e., the bias that results from failing to take into account a factor that is relevant to the outcome).
Incentive: any factor that provides a motive for behavior, or causes someone to prefer one choice to possible others (e.g. scholarships as a incentive for students to stay in school)
Constraint: any factor that limits an agent’s ability to make choices (e.g. financial/budget constraints)
Observable Variable: a variable/characteristic that is observed by the researcher
Unobservable Variable: a variable/characteristic that is unobservable or is not observed by the researcher in the available data (e.g. student ambition)
External validity: (see Oct. 20)
Population: a set of entities of interest to a researcher, the total membership of a group. (e.g. schoolchildren in Kenya)
Sample: a subset of a population, which is used to make inferences about the larger population (e.g. a randomly selected group of school children in Busia, Kenya).
Randomized Evaluation: Studying the causal effect of some treatment (T) on outcomes (Y), using random assignment to ensure that there is exogenous variation in treatment status.
Quasi-Experimental: Studying the causal effect of some treatment (T) on outcomes (Y), using rigorous evaluation techniques (e.g. RD, matching, differences-in-differences) to approximate exogenous variation in the treatment status when randomization is not feasible.
September 22: Randomized Evaluations II: Applications

(Case Studies: housing vouchers in the US, microfinance in South Africa, and agriculture in Kenya )

Reduced-form: Direct relationship between X and Y
Mechanism: Identifying the specific channel or reason why X affects Y (i.e. instead of just focusing on whether there is a causal relationship.)
Non-compliance: When people do not follow through with their assignment to the treatment or control group (e.g. households there were assigned a housing voucher but who choose not use them, or households that were not assigned a voucher but who chose to move anyway).
Intention to Treat: The effect of being assigned to receive a treatment (whether or not you comply with your assignment). This is calculated as the difference in average outcomes for the treatment and control group: E(Y|Z = 1) – E(Y|Z = 0)
Effect of Treatment on Treated: The effect of actually receiving a treatment. This is calculated as the differences in average outcomes for the treatment and control group, divided by the differences in compliance for treatment and control groups, also known as the Wald Estimator:
 
E(Y|Z = 1) – E(Y|Z = 0)





E(X|Z = 1) – E(X|Z = 0)

Cost-Benefit Analysis: Comparing the benefits of a program/treatment/intervention to its costs.
Cost Effectiveness: How much of a bang (treatment effect) you get for your buck (the treatment cost).
September 29: Randomized Evaluations III: Complications, Externalities
(Case Study: deworming drugs in Kenya)

Externality (spillover): when an economic activity causes external costs / benefits for people who did not participate directly (e.g. deworming of treated students can improve the health of non-treated students because there are fewer worms to spread around, providing a positive externality).
Private cost: cost experienced by individuals/agents who are engaging in an economic activity
Private benefit: benefit enjoyed by individuals/agents who are engaging in an economic activity
Social cost: cost experienced by society as a whole, as a result of an economic activity (this may not be the sum of all private costs if there are externalities)
Social benefit: benefit enjoyed by society as a whole, as a result of an economic activity (this may not be the sum of all private benefits if there are externalities)
Differential Attrition: See Nov. 3
October 6: Research Ethics 

(Case Study: HIV prevention educational programs in Kenya)
Extensive Margin: a choice about whether or not to use/do something (e.g. abstain or not; hire an additional worker or not)
Intensive Margin: a choice about intensity – how to behave once you have decided whether or not to use/do something (e.g. choosing a partner if you decide not to abstain; how much production to extract from each hired worker)

Phase-in: a staggered program design in which everybody eventually gets treatment but different groups begin to receive the treatment in different phases.
Lottery: a program in which you randomly decide who receives treatment using a lottery system, usually used when it is not feasible to treat everybody (provides a fair means to address budget constraints)
Encouragement: An indirect intervention – randomly select a group to encourage to receive treatment (e.g. through a publicity campaign)
Clustering: randomly assigning clusters of individuals, instead of independent individuals, to treatment/control groups; often less controversial than randomizing within clusters (e.g. clustering at school or village level instead of choosing certain individuals within a school/village to receive a treatment and others not to).
Human Subjects Protocol: process of receiving clearance to carry out a study which deals with human subjects in order to protect their safety.
October 13: Regression Discontinuity

(Case Studies: scholarship program for girls in Kenya, educational finance in Chile)
Regression: the econometric/statistical tool social scientists use to analyze multivariate correlations
Discontinuity: Some sort of arbitrary jump/change in a variable X, thanks to a quirk in law or nature
Multivariate Correlation: the correlation between multiple variables and one dependent variable. E.g.: Yi = α + X1iβ1 + X2iβ2 + εi , where Y is some sort of dependent variable (outcome), α is a constant, the X’s are a bunch of independent variables, the β’s are coefficients, and the ε is the error term.
Dependent Variable: a variable that is observed to change in response to changes in the independent variables; it goes on the left hand side of a regression equation. (i.e., this is the variable we are trying to explain/describe as a function of the independent variables).
Independent Variable: a variable that we use to describe/explain changes in the dependent variable; it goes on the right hand side of a regression equation.
Ordinary Least Squares (OLS): A statistical technique which draws the line of “best-fit” between a sample of data points (i.e., minimizes the total squared distance between the data points and the sample regression line)
Normally Distributed: Something that follows the bell-curve distribution (i.e. with most people centered around the mean, and an increasingly small number the further away you get from the mean)
Eligibility Criterion: Rule(s) used to determine who is eligible to participate in a program (or to receive the treatment)
Threshold/Cutoff: The point at which a rule separates the treatment from the control group (e.g. households with annual income of $9,999 would qualify for a program but a household with an income of $10,001 would not, if $10,000 was the threshold)
Bandwidth of Randomness: How to define the area “right around the cutoff” (e.g. people with $9,500 - $10,500 a year, or $9,990 - $10,010). Choice of the bandwidth often depends on data quality – if there are a lot of people around the cutoff then you can have a narrow bandwidth.
Sorting: When people actively decide which side of the threshold to be on and do this based on factors that affect outcomes directly. We can look for evidence of sorting by comparing observable characteristics of people above and below the threshold; they should be similar in the absence of sorting.
Clumping: In addition to checking the observables on either side of the cutoff, we should check the density of the distribution.  Is it unusually low/high right around the cutoff? If there is some abnormally large portion of people right around the cutoff, it’s quite possible that you don’t have random assignment
Density (of the distribution): Number of people/observations at each point
Local Average Treatment Effect (LATE): We are really only confident in our estimate for people who are close to the cutoff. 

Robustness Check: variations in your initial analysis method to make sure that your results are not just a fluke but are robust to other specifications (e.g. trying to use different measures of your variables, e.g. using years of schooling to measure education instead of highest grade completed)
October 20: External Validity

(Case Studies: anti-corruption programs in Indonesia and Brazil, & community-based monitoring of health clinics in Uganda) 

Internal Validity: unbiased estimation of the causal effect of treatment for individuals within the study sample
External Validity: unbiased estimation of the causal effect of treatment for individuals outside of the study sample (i.e., relates to concerns about the generalizability of a study’s results).
Scale-up: Expanding the size of a program / treatment group.
Heterogeneity: Variation (e.g. in individual characteristics or treatment effects)
General Equilibrium Effects: Effects of making changes to an entire system (e.g. providing deworming drugs to all school children in a country)
Partial Equilibrium Effects: Effects of making changes for a select group, holding the rest of the system/population constant (e.g. providing deworming drugs to a random sample of students in one district only)
Elasticity: responsiveness to changes
October 27: Matching, Propensity Score 

(Case studies: water infrastructure and children’s health in India & workfare in Argentina)

Selection bias: when participation is endogenous (i.e. not independent of outcomes).
Selection on observables: the assumption that participation/treatment is independent of outcomes once we control for observable characteristics (X), i.e. after controlling for observables, treated and control groups are not systematically different: 

E (Y0|X, D = 1) = E (Y0|X, D = 0) 
if there had not been a program, where D=1 for treatment group and =0 for controls.
Propensity score: the probability of participating in the program (being treated), as a function of the individual’s observed characteristics: P(X) = Prob(D = 1|X)
Common Support: the region in propensity score densities for which there are people in the treatment and control group who have the same probability of participating in the program (i.e., the region in which it is possible to find a propensity score match for observations in the treatment group)
Tolerance limit: How different can matched control individuals or villages be?
Matching technique: How to define a match for each treatment observation (e.g. Nearest neighbors, nonlinear matching, multiple matches)
Identifying Assumption: An assumption which forms a basis for the claim of random assignment and thus allows for a causal interpretation of the relationship between treatment and outcomes (e.g. the selection on observables assumption in matching).
November 3: Data Quality, Logistics 

Attrition: Randomized trials often require that we get data from the subjects twice--once before the experiment and once after. Sometimes we can’t find them afterwards. We worry if we are more likely to find one group of people than another (differential attrition).
Lower/Upper Bound: We can make an informed guess about the maximum or minimum likely values for our estimates of the treatment effect by assuming the worst about the people we couldn’t find.

Regular tracking: Initially, we track (try to find) everybody with the same intensity.
Intensive tracking: After an initial round of regular tracking and finding as large a portion as you can, select a random sub-sample of everyone remaining and use more intensive efforts to try to find the people in this random sub-sample only.
Main response rate (MRR): response rate (% people found) in initial round, using regular tracking
Subsample response rate (SRR): response rate for sub-sample in second round, using intensive tracking
Effective response rate (ERR): Takes into account the fact that the group of people selected for intensive tracking represent a random sample of all remaining people who were not found in the first round using regular tracking. So we give more weight to people found under intensive tracking since they represent others in the group of unfound people. 
ERR=MRR+SRR*(1-MRR)

(E.g., Got 64% of regular, and 52% of intensive, ERR=0.64+0.36*0.56=0.84)
Hard copy: the original questionnaire on which survey responses were written
Raw data: the electronic dataset of survey responses after they have been entered into a computer
Double entry: entering data (survey responses) from each hard copy into a computer twice, to ensure that the data is entered correctly. We can check the correlation between the two data entries to see similar they are, if they are similar then we can be pretty confident that the data was entered correctly.
Data cleaning: checking raw data for mistakes (i.e. missing or inconsistent values)
Skip-pattern violation: when survey responses seem inconsistent (e.g. someone who says they have no children but then have values listed for their children’s ages)
Enumerator/Field Officer: person responsible for conducting interviews and filling out questionnaire (hard copy)
November 10: Differences in Differences

(Case studies: malaria eradiation in the Americas and land reform in India)

Diff-in-Diff Estimator (d), Yi,t = a + bTreat i,t + cPost i,t + d(Treati,t Post i,t)+ e i,t: Difference in the average outcome for the treatment and control group before and after a program (i.e. [average change in outcomes for treated group] – [average change in outcomes for control group]).
Cohort Analysis: comparing many groups over many time periods
Binary indicator: A variable that takes on a value of 1 or 0, indicating “yes” or “no” (e.g., we could define a variable called Male and set Male = 1 for males, and Male = 0 for females; or Treat = 1 for treatment group and Treat = 0 for control group)
Interaction: The product of two (or more) variables, e.g. Treat*Post is the effect of being in the treatment group after the program
“holding all else constant”: estimating the effect of changing one variable, assuming all other variables remained the same
Cross-section: observing lots of individuals at one point in time
Time-series: observing one individual over lots of periods in time
Repeated cross-section: observing lots of individuals over several times (but with a different group of individuals in each period)
Panel: observing lots of individuals, multiple times for each
Fixed Effects: basically, control for each time period and each “group”
Cross-regional variation: variation/differences across regions
November 17: Power Calculations

Summary statistics: Descriptive information about the data (e.g. mean, median, spread of distribution, etc.)

“Good/Valid estimate”: 1) Unbiased, 2) No spill-overs, 3) High quality data.
Precise estimate: An estimate with a small confidence interval (i.e. little variation)
Variation: Deviation from the average - how spread out the individual observations are.
Sample Mean: Average of individual observations in the sample. (Note: might not be the same as the population average.)
Standard Deviation: a measure of the variation in outcomes
Standard Error: standard deviation ÷ square root of n (number of observations)
Confidence Interval: Sample mean ± 2 × (stddev ÷ square root of n). Low variation in outcome (stddev) and large sample both lead to smaller confidence intervals (more precise estimates). 

Confidence (significance) level: the probability that you will incorrectly conclude that there was a program effect (want it to be low, so usually work with 1-10%). Choose your confidence level based on how many outliers you want to exclude; the more you exclude, the more conservative you are being.
Power: The probability you will find an effect when in fact there was one.
Power calculation: Calculation of how big the sample size should be to ensure that you will be able to detect an effect if in fact there is one, taking into account: 1) What hypothesis you are trying to test, 2) What confidence level you want, 3) How much variation there is in the comparison group, and 4) How big you think the effect will be.
Clustering: If groups of observations are correlated in some way (e.g. if people go to the same clinic/school/spring), you need to account for this in estimates because there will not be as much variation as if observations were independent (i.e., confidence intervals will be wider). As a result, the number of observations per group might not matter as much as number of groups.
November 24: Group Presentations / Further topics
December 1: Group Presentations / Further topics

