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EDITOR’S NOTE

Welcome to the 7th edition of  the Undergraduate Journal of  Psychology at Berkeley. This 
edition showcases careful experiments and thoughtful reviews conducted by undergraduate 
researchers from coast to coast.

This publication is the product of  the very best that undergraduates have to offer. From the quality of  the 
research to the dedication of  the editing team, this journal highlights the potential and professionalism 
of  the undergraduates who contributed to it. I hope that this inspires, educates, and helps to foster a 
thriving community of  bright minds working in one of  the most fertile and fascinating areas of  science.

I extend my thanks to the authors for the privilege of  publishing their work, to the editing staff for their 
tireless efforts, and to our webmaster, whose work allows us to remain open source and available to all. 
Finally, I thank our readers for their invaluable support.

Now, onto the science.

Katherine Wood

Editor-in-Chief
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PREFACE

I am pleased to introduce the 2014 edition of  the Undergraduate Journal of  Psychology.The discipline 
of  psychology spans the social and life sciences.  The papers contained in this volume reflect this 
breadth, with contributions spanning the many subfields of  psychology. Here you will find review 

papers that explore important problems faced by our society such as bullying, stereotypes, and anorexia.  
The papers cover both basic and translational research, and even offer practical advise about how best to 
take notes in order to maximize retention.  This is an engaging and sophisticated body of  work.   

At the University of  California, Berkeley, our faculty are honored to have the opportunity to teach, and 
collaborate, with a very talented population of  undergraduates. Psychology remains a very popular major, 
frequently resulting in large classes at the lower and upper division. Nonetheless, as shown by the work 
presented here, undergraduate students are able to create an intimate learning experience through their 
research projects. They are able to not only engage in the intensive study of  a problem that builds on their 
idiosyncratic interests, but, as important, gain skills in the scientific method. An important part of  this skill 
set is translating laboratory observations into a written work, one that makes clear the question at hand and 
then presents the results and conclusions in a concise and engaging manner. The reporting process is what 
makes science a cumulative, community endeavor. Our editors were pleased to receive submissions for this 
issue from universities and colleges across the country. The articles you will find here have been selected as 
representative examples of  this excellent body of  work.

I also want to congratulate our student editors for assembling the journal. They have refined a different set 
of  skills, helping shape the ideas and writings of  other individuals to ensure that the papers are maximally 
impactful.

Congratulations to all of  the participants who have put together this year’s edition of  the Undergraduate 
Journal of  Psychology.

richard ivry

Professor & Chair
Department of  Psychology
University of  California, Berkeley
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In the Western world, the discrepancy between 
the size of  an average woman and the size 
of  an average model is increasing. Rates 

of  eating disorders are increasing in Europe, 
Australia, and the United States. Media content 
about dieting has also increased, and women have 
reported more dieting behavior and increased 
dissatisfaction with their size (Miller & Pumariega, 
2001, p. 94). In the United States alone, roughly 
11 million people are affected by eating disorders, 
and the mortality rate for anorexia can be as 
high as 20% (Miller & Pumariega, 2001, p. 101; 
Eating Disorders Coalition, n.d.). All of  these 
concerns seemingly implicate modern Western 
media, culture, and values for the relatively high 
incidence of  eating disorders in the Western 
world. However, this explanation is inconsistent 
with research showing that eating disorders have 
existed throughout history, and are becoming 
prevalent in non-Western populations. I contend 
that eating disorders are not just manifestations of  

Western values, but disorders with much historical 
precedent and with a large cultural component to 
their expression. This distinction is critical because 
the way that we conceptualize eating disorders has 
broad implications for the efficacy of  treatment 
and the applicability of  diagnostic criteria. In 
this paper, I explain and challenge the traditional 
description of  eating disorders before providing a 
historical overview of  anorexia nervosa. I conclude 
by considering hypotheses regarding the prevalence 
of  eating disorders in non-Western cultures that 
could allow clinicians to reexamine the etiology 
of  these disorders and to diagnose and better treat 
cases that do not fit the traditional Western model.

Traditional Concepts of  Eating Disorders
 The fifth edition of  the Diagnostic and 
Statistical Manual of  Mental Disorders (DSM-5) 
states the criteria necessary to determine a diagnosis 
of  anorexia nervosa. First, the individual his or her 
consumption severely enough to cause “significantly 

 Eating disorders have often been characterized as byproducts of  a flawed Western societal structure 
that places inordinate pressure on women to conform to media and peer standards of  beauty and thinness. 
Although the DSM-5 can be said to reflect a Western description of  eating disorders and their subtypes, 
its model lacks explanatory power for cases that deviate from its narrow diagnostic criteria and fails to 
attribute blame to specific components of  said culture. The source of  eating disorders in both specific cases 
and historical cases are still unclear due to variation. I outline these flaws, review the historical data, and 
assess recent changes in the incidence and course of  eating disorders to illustrate the urgency of  revising 
common conceptions of  eating disorders. Devising more accurate diagnoses of  eating disorders and more 
effective long-term treatments requires examining alternative hypotheses and rejecting an exclusively 
Western model of  description.

I would like to thank Professor Joshua Buckholtz and Teaching Fellow Elizabeth Mundy, the former 
instructors of  Psychology 18: Abnormal Psychology, for their guidance and support in the research and 

writing process.

Harvard University
JENNIFER HATFIELD

On the hOrizOn: COnsidering the impliCatiOns Of nOn-Western 
Cases Of anOrexia nervOsa On desCriptiOn and diagnOsis
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low body weight[, … which] is defined as a weight that 
is less than minimally normal” (American Psychiatric 
Association & American Psychiatric Association Task 
Force on DSM-5, 2013). People with anorexia also 
exhibit extreme fear of  gaining weight and a distorted 
perception of  their body shape and size1 (American 
Psychiatric Association & American Psychiatric 
Association Task Force on DSM-5, 2013). Although 
the DSM definition does not implicate specific groups 
of  people as being at higher risk, society usually 
considers eating disorders to be diseases primarily or 
exclusively saffecting Westernized females.
 Anorexia and other eating disorders are often 
considered derivatives of  a society with misplaced 
cultural values and expectations for women. Media 
coverage bolsters the typical image of  people with 
anorexia being white, upper class females by featuring 
young, white female models, which places pressure 
on this demographic to conform to perceived norms 
and might explain the lower prevalence of  eating 
disorders in men (Miller & Pumariega, 2001, p. 96). 
This conceptualization of  eating disorders reflects a 
belief  in cultural determinism, which posits that ideas 
about beauty are culturally determined (Furnham & 
Baguma, 1994, p. 81). Accordingly, an important 
variable affecting the prevalence of  eating disorders 
in minorities may be their acculturation into white 
Western society (Silber, 1986, as cited in Miller & 
Pumariega, 2001, p. 98). The traditional hypothesis 
thus implicates Western culture, with its competing 
pressures to conform and to succeed, as both a 
necessary and sufficient cause for the maladaptive 
cognitive mechanisms underlying anorexia and 
other eating disorders.

Problems with an Exclusively
Western Framework

 I argue that culture is merely a factor to the 
development of  psychological disorders. Western 
culture in particular contributes to the development 
of  eating disorders, including the specific form or 
diagnosis of  a disorder, the expression of  distress, 
and a sufferer’s concept of  abnormality, but is not 
a necessary cause. Therefore, reliance on a narrow, 
modern, Western concept of  anorexia nervosa is 
misleading for diagnosis and treatment.

Problem 1: Research Findings
 Western culture cannot be the sole 
determinant of  eating disorders because there 
have been several non-Western cases, particularly 
in Asia (Miller & Pumariega, 2001, p. 101). Miller 
and Pumariega (2001) attribute the increased 
international prevalence of  eating disorders 
to familial and cultural conflicts that produce 
dissonance within individuals during a crucial 
period of  their development. However, these 
conflicts surely vary given the specific cultural and 
societal elements to which individuals are exposed. 
For example, a study by Hill and Bhatti (1995) 
that examined the eating behaviors of  British 
girls found that, while both Asians and Caucasian 
nine-year-olds were highly cognizant of  body 
shape and thinness, the Asian girls showed much 
more “dietary restraint” than the Caucasian girls 
(Miller & Pumariega, 2001, p. 100). Furthermore, 
dietary restraint was positively correlated with the 
adoption of  traditional cultural values, indicating 
that cultural values influenced Asian girls’ eating 
behavior, not just exposure to mainstream ideas 
and pressures. In the United States, a study by 
Snow and Harris (1989) found “a substantial 
incidence” (p. 334) of  disordered eating in 
Southwestern Hispanics and Pueblo Indians. Snow 
and Harris report that 11% of  participants met 
DSM criteria for bulimia, and over half  reported 
some disordered eating behavior. The participants 
were minorities of  low socioeconomic status and 
living in rural communities, making them markedly 
different from the stereotypical white, upper class, 
Westernized female with anorexia.
 Another conflict between the existing 
research and the Western model of  anorexia 
appears when one examines cross-cultural views 
of  body image. A study by Furnham and Baguma 
(1994) measured Ugandan and British subjects’ 
evaluations of  body shapes ranging from extremely 
underweight to obese (p. 83). If  the traditional 
Western model is correct, one would expect that 
British participants would evaluate the relatively 
underweight body shapes as more attractive than 
would Ugandan participants because Britain is more 
Westernized. However, the authors report that the 
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main differences were in the groups’ evaluations of  
the healthiness of  each figure, not the attractiveness. 
Specifically, the Ugandan participants rated the 
four heaviest body shapes as relatively healthy, 
whereas the British participants considered those 
shapes to be relatively unhealthy. This challenges 
the common assumption that Western societies 
pressure adolescent women to conform through 
stringent definitions of  attractiveness and therefore 
predispose that population to eating disorders. If  
Western culture is to be implicated at all, then, 
it must have another specific mechanism for 
predisposing its population to eating disorders.

Problem 2: Lack of  Specificity
 There are two ways in which the Western 
conceptualization of  anorexia is too vague: it 
fails to specify which aspects of  Western culture 
predispose adolescents to eating disorders,2 and it 
fails to explain how eating disorders can develop in 
non-Western cultures. Regarding the former, some 
scholars believe that Western culture is responsible 
for the emergence of  fat phobia, which is consistent 
with the remarkable absence of  this phobia in most 
Asian countries (Miller & Pumariega, 2001, p. 
101). Although the DSM-5 has made significant 
improvements over the DSM-IV in allowing 
flexibility in diagnosing cases that do not feature fat 
phobia, neither the Western model nor the DSM-5 
allow for cases that are not aesthetically motivated, 
such as Katzman and Lee’s (1997) example of  a 
wife who starved herself  to avoid having children (p. 
388). The Western conceptualization of  anorexia 
also omits an explanation of  why eating disorders 
develop in non-Western cultures. Emphasizing 
Western aspects of  anorexia leads one to fixate 
on fat phobia, when this symptom may be more 
broadly, and likely more accurately, described as a 
phobia of  losing control (Katzman & Lee, 1997, 
p. 390). In this view, the societal balance of  power, 
rather than gender or the media per se, may be the 
critical factor. Thus, this paper argues that the ‘fat 
phobia’ component of  the second criterion should 
be exchanged for the ‘fear of  losing control’ that is 
listed as a common sub-feature, because the latter 
is more applicable across cultures. This explanation 

could apply to Western cases that are atypical (i.e., 
focused on control rather than appearance), as 
well as to non-Western cases, and even to cases in 
cultures who believe that beauty is not culturally 
determined at all. Although the Western model 
fails to explain these concerns, the DSM diagnostic 
criteria nevertheless reflect Western values.

The Historical Expression of
Anorexia Nervosa

 I now turn from a general overview of  
problems with the Western model of  eating disorders 
to a historical example of  anorexia nervosa, which 
highlights many of  the aforementioned problems 
with the model. This case study will demonstrate 
the contribution of  culture to the expression of  
symptoms – however, it seems that specific cultural 
experience affects symptoms more than Western 
culture in particular. This distinction broadens 
the Western model to be consistent with both 
historical and contemporary evidence regarding 
the prevalence of  and variation in eating disorders.
 Historically, anorexia nervosa was typically 
motivated by religious beliefs rather than body 
image or societal concepts of  attractiveness. The first 
recorded death from self-starvation occurred in the 
fourth century A.D. in Rome, driven in part by the 
teachings of  Saint Jerome that emphasized personal 
discipline (Bemporad, 1997, p. 404). There were 
also recorded cases in the fifth and eighth centuries 
in which girls believed that they were demonically 
possessed and had to refuse food to return to a 
state of  purity or goodness. Additional cases of  
anorexia followed with the introduction of  Eastern 
asceticism, which held that bodily needs are evil 
and must be resisted to achieve purity (Bemporad, 
1996, p. 220). This cultural influence dominated 
over the previously esteemed Greek concept of  “a 
sound mind in a sound body,” providing an early 
example of  the power of  acculturation in affecting 
the prevalence of  eating disorders (Bemporad, 
1997, p. 404). Some well-known figures, such as 
Vardhamana (the founder of  Jainism), Buddha, 
and the goddess Uma, engaged in self-starvation 
for religious motivations (Bemporad, 1996, p. 218). 
This notion of  ‘holy anorexia’ became especially 
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popular during the Renaissance, a period of  relative 
affluence, and was often rewarded with sainthood 
(Bemporad, 1997, p. 407).
 Another prevalent motivation for anorexia 
was a profound feeling of  helplessness or a lack 
of  control. For example, one explanation for the 
cases of  anorexia that were reported in ancient 
Greece is that citizens were losing political control 
of  a weakening city-state, prompting them to turn 
inward as a means of  gaining control (Bemporad, 
1997, p. 404). Another example involved Saint 
Wilgefortis, who wanted to be a nun and refused 
food to become less attractive and dissolve the 
plans for her arranged marriage. This example 
is antithetical to the Western model, as Saint 
Wilgefortis believed that becoming thinner would 
make her unattractive; furthermore, she only sought 
this aesthetic change as a means to an end – namely, 
gaining control over her future. As Bemporad (1997) 
remarks, “this behavior can be seen as a remedy 
for the physiological burdens associated with being 
female or as an assertion against the obedience 
expected of  women” (p. 406). Furthermore, the 
phenomenon that eating disorders have historically 
been quite rare in poverty-stricken areas suggests 
that, when food is scarce, rejecting it does not 
provide an adequate feeling of  control (Bemporad, 
1996, p. 220). This fear of  losing control is relevant 
to modern descriptions of  anorexia, as it may 
apply to a larger proportion of  current cases than 
the largely Western concept of  fat phobia.
 While there has been historical variation in 
individuals’ motivations underlying anorexia, there 
has also been a great deal of  change in its definition. 
Originally considered a variant of  hysteria, anorexia 
was not recognized as a psychological disorder until 
the mid-1800s (Bemporad, 1996, p. 225; Miller & 
Pumariega, 2001, p. 95). Some intellectuals in the 
1700s were convinced that anorexia incorporated 
sitophobia, a dread of  food stemming from either 
a fear of  poisoning or from a divine command to 
abstain. A diagnosis of  chlorosis was also common 
from the 1600s to the 1800s, which had very similar 
physical symptoms to modern-day anorexia, but 
was thought to be caused by a buildup of  toxins 
in menstrual fluid (Bemporad, 1996, p. 226). In 

the 1800s, secular motivations for eating disorders 
emerged, and the church began to interrogate 
people showing symptoms of  anorexia, rather than 
rewarding them for adopting a lifestyle free of  
wants. Self-starvation was also seen as a novelty act. 
For instance, people paid money to see anorexic 
adolescents or professional hunger artists (men 
who resisted food as a show of  strength) at circuses 
(Bemporad, 1996, p. 228; Bemporad, 1997, p. 409). 
A conflict developed between religion and medicine 
in explaining the ability of  people with anorexia to 
subsist without food: religion proclaimed a divine 
role in the survival of  individuals with anorexia, 
whereas doctors sought to explain it in biological 
terms for the first time (Bemporad, 1997, p. 409).
 The first biological descriptions of  anorexia 
emerged in the mid-1800s, with multiple modifications 
in the twentieth century. An early theory, designed 
during the era of  hunger artists, suggested that the 
organs of  people with anorexia created fuel by 
fermentation and eliminated the need for food; 
although patently false, the theory was an important 
step in the conception of  anorexia as a disorder with 
biological rather than religious undertones (Bemporad, 
1996, p. 224). In 1873, the first full medical description 
of  anorexia nervosa was created, notably without the 
modern-day specification of  fat phobia (Bemporad, 
1997, p. 411; Miller & Pumariega, 2001, p. 95). This 
definition predated a clear change in body image in 
the Victorian period: well-fed women were no longer 
a symbol of  wealth, and thinness was emphasized as 
an indicator of  femininity (Bemporad, 1997, p. 410). 
Thus, the DSM’s emphasis on body weight and shape 
actually reflects relatively recent changes in anorexia 
nervosa. Weight phobia only became a criterion 
in 1970, and eating disorders were not subdivided 
into anorexic and bulimic types until 1979 (Russell, 
1985, pp. 103-4). These changes in the description of  
anorexia nervosa reflect aspects of  Western culture 
and society, but may not be universally applicable.

Recent Changes in the Expression and 
Description of  Eating Disorders

 By examining historical variations in the 
expression and prevalence of  anorexia, I have 
challenged the assertion that anorexia is a modern 
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phenomenon of  Western societies. Similarly, 
although the DSM-5 implicitly reflects a Westernized 
concept of  anorexia, studying recent changes in 
eating disorders reveals how recently Western society 
has emerged as a contributory factor.

Incidence of  Eating Disorders
 In the twentieth century, and especially 
in the latter half, there has been a much higher 
incidence of  eating disorders. This phenomenon 
is not exclusive to the United States: for example, 
Sweden experienced a fivefold increase in eating 
disorders between 1930 and 1950, which Russell 
(1985) attributes to increased societal pressures 
about body image (p. 102). Similarly, Hall, Cousins, 
and Power (1991) found that Mexican American 
daughters’ ideal body shape was significantly 
thinner than that of  their mothers, reflecting 
changes occurring even across one generation (as 
cited in Miller & Pumariega, 2001, p. 98).
 An increasingly globalized, interconnected 
world exposes more people to the societal pressures 
common to many industrial countries, which 
partially explains the increased prevalence of  
eating disorders. Foreign exchange programs 
and immigration can also expose people to these 
pressures, especially adolescents and young adults, 
who are in a pivotal stage of  development and often 
pursue these cross-cultural opportunities (Miller 
& Pumariega, 2001, p. 99). These experiences 
can then predispose an individual to an eating 
disorder that contains features of  his or her native 
culture blended with this pressure to conform. For 
example, in the Middle East, vomiting rather than 
restriction tended to be a symptom of  anorexia, 
likely reflecting cultural values or traditions that 
make the act of  vomiting more feasible than 
restriction (Miller & Pumariega, 2001, p. 102). 
Furthermore, as irregular eating behavior becomes 
more prevalent, media or personal discussions of  
this behavior can contribute to its spread. Bruch 
posits that the increasingly high incidence of  eating 
disorders can be attributed to copycat behavior, 
whereas as recently as the early twentieth century, 
people with anorexia had to come up with the 
idea of  food refusal independently (as cited in 

Bemporad, 1997, p. 413). Russell (1985) claims that 
these copycat cases are examples of  “vulnerable 
individuals who, in earlier times, would have 
developed different forms of  neurotic illness – 
possibly hysterical or anxiety states” (p. 106), which 
further implicates cultural pressures in determining 
the specific course of  one’s illness.

Weight Phobia in Anorexia Nervosa
 Weight phobia as a necessary factor for 
diagnosis is a recent addition to the criteria for 
anorexia nervosa. This development may severely 
limit the diagnosis, detection, and treatment of  non-
Western or otherwise atypical cases. Weight phobia is 
common among Western people with anorexia, and 
it has scientific support: Russell (1985) demonstrates 
that people with anorexia tend to overestimate 
their own body width, reflecting the cognitive 
dysfunctions that spur weight loss even when they 
are severely underweight (p. 103). However, making 
weight phobia a necessary criterion for an anorexia 
nervosa diagnosis, as the DSM-IV did, ignores the 
role of  culture in determining how one experiences 
distress and what is abnormal (Dolan, 1991, p. 76). 
As previously demonstrated, while weight phobia is 
common in Western cultures, this phenomenon may 
demonstrate as a fear of  losing control in cultures with 
different body image ideals. This criterion predisposes 
healthcare professionals to adopt a Western model of  
the disease, which hampers their ability to recognize 
variations in symptoms across other populations. 
Given that the variability should increase as more 
cases emerge, this problem is even more important. 
Even though the DSM-5 has built in some flexibility 
surrounding this criterion, it is still not inclusive 
enough to diagnose the full range of  variability 
properly because the criteria are still oriented toward 
appearance rather than power and control.
 Recent developments in the description of  
eating disorders reflect the higher incidence of  (and 
variation in) eating disorders in Western society, but 
do not fully account for corresponding increases 
in other societies. The DSM-5 has taken steps 
toward correcting some of  these diagnostic issues; 
however, the criterion of  weight phobia, as well as 
the overall emphasis on appearance, may still mask 
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even greater increases in non-Western populations 
than are currently recognized. Accuracy is crucial 
for the prospects of  treatment of  and prevention in 
atypical cases, and for understanding the etiology 
and symptoms of  specific eating disorders.

Alternate Cultural Hypotheses for
the Description and Diagnosis of  Eating 

Disorders
 In consideration of  the historical 
development and evolution of  anorexia nervosa, 
I now introduce two hypotheses regarding how 
culture contributes to the onset of  eating disorders. 
I thus address one of  the aforementioned problems 
with the Western model: it declines to assert 
what facets of  Western culture are at fault. Is the 
problem the pressure to conform to certain body 
image standards, either from the media or from 
peer groups? Or is it certain expectations for female 
behavior more generally that make women feel out 
of  control? This ambiguity precludes the Western 
model from being a truly useful hypothesis for 
description, diagnosis, or treatment. In contrast, the 
following hypotheses use the previous discussion of  
description and diagnosis to motivate and support 
their specific etiological claims.

Hypothesis 1: Clash of  Cultures
 The clash of  cultures hypothesis has 
the potential to add a more global dimension 
to the Western model, and it also suggests why 
a large percentage of  Westernized females fail 
to develop eating disorders. Industrialization is 
one way that cultures rapidly evolve, but it can 
induce dissonance among individuals reluctant 
to experience such change (Miller & Pumariega, 
2001, p. 99). Individuals who change communities 
often experience identity confusion and isolation, 
and, if  coupled with oppression in the new 
community, these women may be especially likely 
to adopt disordered eating as a coping mechanism 
(Katzman & Lee, 1997, p. 391). As Hare (1981) 
notes, “diseases, like species, represent the balance 
of  a process by which living organisms struggle to 
adjust to a continually changing environment” (as 
cited in Russell, 1985, p. 101). Historical evidence 

for this hypothesis includes the aforementioned 
effect of  East Asian asceticism on Greek concepts 
of  the body, as well as Greek feelings of  helplessness 
in politics. Based on this hypothesis, lack of  
exposure to Western ideas may be a preventive 
factor for eating disorders, but it does not preclude 
their development; furthermore, Western culture 
itself  may not be especially dangerous if  it does not 
produce cognitive conflict.

Hypothesis 2: Feminist Theories of  Eating 
Disorders
 Like the clash of  cultures hypothesis, 
feminist theories are advantageous in their 
specificity and applicability to non-Western 
cultures. Feminist theories posit that restricting 
food intake (or absorption, via purging behaviors) 
is a method of  self-definition, control, and/or 
anxiety expression for women in cultures with 
expressed or implied body image norms (Miller 
& Pumariega, 2001, p. 104). Furthermore, the 
potential for control is amplified when women’s 
freedoms increase, which is when eating disorders 
are most common. Historical examples show that 
wealthy societies do not increase risk for an eating 
disorder unless they also have relatively broad 
women’s rights. Bemporad (1997) cites examples 
from certain ancient Greek and modern Muslim 
societies in which there exist affluent communities 
with severely restricted freedoms for women, and 
virtually no eating disorders have been reported 
in such communities (p. 414). Thus, the specific 
mechanism implicated in feminist theories is the 
presence of  body image norms, when coupled with 
broad women’s rights and relative affluence.

Reconciling the Alternative Hypotheses
 Both sets of  alternative hypotheses suggest 
specific cultural factors that are implicated in 
eating disorders; in this sense, they are more 
powerful than the common Western hypothesis. 
They are also consistent with previously reviewed 
literature on the description and diagnosis of  eating 
disorders. Both hypotheses support the conclusion 
that a social cause of  eating disorders stems from 
women’s roles within a larger cultural framework, 
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which suggests more variability in eating disorders 
than if  culture itself  was the primary determinant. 
Both hypotheses also explain why only certain 
people in a culture develop eating disorders. To be 
most effective, prevention and treatment initiatives 
should consider specific individual variables 
stressed in one or both theories and, as Katzman 
and Lee (1997) suggest, look comprehensively at 
patients as individuals rather than focusing solely 
on symptoms of  anorexia (p. 391). It is also crucial 
to recognize that these new hypotheses may more 
accurately indicate risk for certain subtypes of  
eating disorders than for others. This would be 
particularly likely if  the DSM-5 were revised in line 
with the changes I suggested earlier, motivated both 
by historical analysis and contemporary research.

Conclusions
 In short, anorexia nervosa has strong 
historical and cultural components of  its expression 
and conceptualization; it is not a recent outgrowth of  
a Western culture emphasizing female body image 
and thinness. A theory advocating Western society 
as a necessary cause of  eating disorders cannot be 
reconciled with historical or modern evidence, and 
it is not particularly powerful without more specific 
risk factors for susceptibility to eating disorders. 
However, this theory is common among laypeople 
and has influenced the DSM’s ill-advised use of  
weight phobia as a criterion for anorexia nervosa 
and bulimia nervosa. The conceptualization of  
anorexia nervosa and other disorders is crucial for 
proper diagnosis and treatment. Furthermore, it may 
be essential to properly define and categorize such 
disorders in order to produce accurate assessments of  
etiology. Future research should assess international 
rates of  anorexia nervosa, especially in countries 
where little to no data is currently available, and 
reexamine the justifications for weight phobia and 
for the subdivisions of  eating disorders.

References
American Psychiatric Association, & American Psychiatric 
Association Task Force on DSM-IV. (2000). Diagnostic and 
statistical manual of  mental disorders: DSM-IV-TR. American 
Psychiatric Publishing, Inc.
Bemporad, J. R. (1996). Self‐starvation through the ages: 

Reflections on the pre‐history of  anorexia nervosa. International 
Journal of  Eating Disorders, 19(3), 217-237. 
Bemporad, J. R. (1997). Cultural and historical aspects of  
eating disorders. Theoretical Medicine and Bioethics, 18(4), 401-
420. 
Crichton, P. (1996). Were the roman emperors Claudius and 
Vitellius bulimic? International Journal of  Eating Disorders, 19(2), 
203-207. 
Dolan, B. (1991). Cross-cultural aspects of  anorexia nervosa 
and bulimia: A review. International Journal of  Eating Disorders, 
Furnham, A., & Baguma, P. (1994). Cross‐cultural differences 
in the evaluation of  male and female body shapes. International 
Journal of  Eating Disorders, 15(1), 81-89. 
Katzman, M. A., & Lee, S. (1997). Beyond body image: 
The integration of  feminist and transcultural theories in the 
understanding of  self-starvation. International Journal of  Eating 
Disorders, 22(4), 385-394. 
Miller, M. N., & Pumariega, A. J. (2001). Culture and eating 
disorders: A historical and cross-cultural review. Psychiatry: 
Interpersonal and Biological Processes, 64(2), 93-110. 
Parry‐Jones, B., & Parry‐Jones, W. L. (1991). Bulimia: An 
archival review of  its history in psychosomatic medicine. 
International Journal of  Eating Disorders, 10(2), 129-143. 
Russell, G. F. (1985). The changing nature of  anorexia 
nervosa: An introduction to the conference. Journal of  
Psychiatric Research, 
Snow, J. T., & Harris, M. B. (1989). Disordered eating in 
southwestern Pueblo Indians and Hispanics. Journal of  
Adolescence, 12, 329-336.

Footnotes 
1 Note that the DSM-5 has made a few changes 
compared to the DSM-IV, the most notable being the 
changes to the second criterion and the changes to the 
amenorrheia feature. The second diagnostic criterion 
for a diagnosis of  anorexia nervosa is “Intense fear 
of  gaining weight or of  becoming fat, or persistent 
behavior that interferes with weight gain, even though 
at a significantly low weight” (American Psychiatric 
Association & American Psychiatric Association Task 
Force on DSM-5, 2013). Previously, it was limited to 
the fear of  gaining weight or becoming fat. The DSM-
5 has also deemphasized the fact that females who are 
anorexic and who have reached pubescent maturity 
are usually amenorrheic, moving it into a discussion of  
potential additional features rather than listing it in the 
criteria.
2  Put another way, why don’t all Western adolescents 
develop eating disorders? What features of  Western 
culture are especially risky, and to which adolescents in 
particular?
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Alzheimer’s disease is an irreversible 
neurodegenerative disease that mostly 
affects the elderly population. The average 

age of  clinical diagnosis for AD is 65, and the average 
life span following diagnosis is 7 years (McKhann 
et al., 1984). Many elderly people suffer from 
dementia, which involves cognitive impairment 
and personality changes as a result of  some form of  
disease or injury. AD is the most common cause of  
dementia among the elderly population. Estimates 
show that 5.1 million people in the United States 
are currently diagnosed with AD, over 1.5% of  the 
United States population (McKhann et al., 1984). 
Approximately 26.6 million people have AD in the 
world today (World Population Prospects, 2006). 
With the baby boomer generation now in their 60s 
and the population at risk for AD growing, cases of  
AD are expected to nearly triple in the next forty years.
 Late-onset AD is initially characterized 
by the inability to learn new skills, difficulty 
remembering how to navigate familiar places, 
difficulty multitasking, and mood swings (National 
Institute on Aging, 2012). As the disease progresses, 
patients experience more drastic memory loss and 

eventually forget their own identity, family, and 
friends. As the body weakens, the patient ultimately 
becomes unable to perform vital functions and the 
patient dies as a result of  the disease (McKhann et 
al., 1984).
 The neurological pathologies and symptoms 
of  normal aging and AD are very similar, so it is 
often difficult to distinguish between the two. Brain 
scans and evidence from autopsies have provided 
two hypotheses for the unique neural pathology of  
AD– neuritic plaques and neurofibrillary tangles. 
Researchers have discovered abnormally high 
amounts of  beta-amyloid deposits on neurons in 
the brains of  AD patients (Kang et al., 1987). These 
deposits form plaques throughout the brain. These 
plaques also happen to be common in aging, but 
they occur more frequently in AD patients than 
in non-AD patients of  the same age (Kang et al., 
1987). AD patients also have an abnormally high 
amount of  tau protein in their brains, which causes 
neurofibrillary tangles to form in neurons (Perl, 
2010). After time, the plaques halt new neuron 
growth and cause neuronal death (Lazarov & Marr, 
2010). The progressive nature by which the plaques 
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pre-CliniCal alzheimer’s disease: a survey Of the Observed 
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Carriers

Alzheimer’s disease (AD) is a progressive neurodegenerative disease that affects people of  all ages but is 
most prevalent in the aging population, a population that is growing as the average lifespan increases. 
Patients with AD suffer extreme memory loss and eventually die. The disease causes severe cognitive 
decline, including a gradual decline in working memory (the ability to store, manipulate and recall 
information in a short time period). Treatment for AD is very limited in its effectiveness and the disease 
itself  is irreversible. There is, however, a known genotype, apolipoprotein epsilon 4 (APOe4), which puts 
people at a higher risk for developing the disease in old age. It is also known that APOe4 carriers, before 
the onset of  AD, perform worse on certain working memory tasks than education and age-matched non-
carriers do. Working memory deficits have been observed on some tasks and not on others. Exploring the 
types of  working memory tasks that differentiate the APOe4 carriers from the non-carriers under different 
conditions helps to further understand the cognitive changes that occur in pre-clinical AD and the link 
between the genotype and the disease.
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and tangles cause neurons to rapidly malfunction 
and die offers an explanation for how AD patients 
progressively lose cognitive abilities like the ability 
to acquire new memories. Brain scans also indicate 
that as AD patients age and the disease progresses, 
they have less grey matter than age-matched controls 
without AD. This difference in mass indicates that 
more neurons have died out in the brains of  AD 
patients (National Institute on Aging, 2012).
 Transgenic models of  animals that are 
genetically altered to develop neural plaques 
and tangles provide strong support for the two 
hypotheses. The animals mature with an abnormally 
high amount of  beta-amyloid in the brain, causing 
plaques and tangles to form. When given simple 
cognitive tasks the transgenic animals perform worse 
than control wild type animals (Oddo, Caccamo, 
Kitazawa, & Tseng, 2003). These models provide 
strong evidence that the plaques and tangles found 
in AD patients are responsible for the observed 
cognitive deficits (Oddo et al., 2003).

The Apolipoprotien e4 Genotype and it’s 
Significance in AD

 In 1993, Allen Roses discovered evidence 
that individuals who have the e4 allele on a gene 
responsible for encoding Apolipoprotein E (APOE) 
are more common among the AD population 
than the general population (Corder et al., 1993). 
Some studies indicate that up to 50% of  people in 
the United States who suffer late-onset AD have 
the e4 allele (Raber, Huang, & Ashford, 2004). 
It should be noted that not all AD patients have 
the APOe4 genotype, and not all people with the 
APOe4 genotype develop AD. The likelihood of  
developing late-onset AD also increases with gene 
dosage. Homozygote APOe4 carriers, those with 
two alleles for the gene, are significantly more likely 
to develop AD than heterozygote carriers and non-
carriers (Raber et al., 2004). There was evidence of  
a genetic link with AD Prior to the APOe4 genotype 
discovery, when it was found that the average 
person’s chances of  developing AD increased with 
familial history (Raber et al., 2004). The discovery 
of  the APOe4 genotype thus provided further 
evidence for a genetic determinant of  AD.

        APO is an Apolipoprotein involved in the 
catabolism of  a specific group of  lipoproteins. It 
is expressed throughout the body, however it is 
most heavily expressed in liver cells and cells in 
the central nervous system. An APO allele occurs 
in nearly 80% of  the population, but the e4 
allele, which is less common, is the only variation 
that has any known correlation with AD (Raber 
et al., 2004). The percentage of  people with the 
APOe4 allele differs between different cultures 
and is generally higher for Caucasians than most 
other cultures. Estimates suggest that somewhere 
between 20% and 30% of  the population have at 
least one allele for APOe4 (Raber et al., 2004). This 
isoform has a greater difficulty breaking up plaques 
and tangles than other isoforms, so APOe4 carriers 
are more likely to have more plaques and tangles 
than average age-matched non-carriers (Pericak-
Vance, 1991). Researchers concluded that this 
genotype thus makes individuals more susceptible 
to the plaques and tangles that cause AD (Pericak-
Vance, 1991).

Working Memory
 Memory is divided into two broad 
categories: long-term memory and short-term 
memory. Long-term memory is where people store 
information about their past, such as faces, places, 
and experiences. Anything stored in long-term 
memory was at one point retained in a person’s 
short-term memory, where recent information is 
stored. A part of  short-term memory that is closely 
studied by psychologists is working memory (WM), 
where people retain, manipulate, and recall limited 
amounts of  information over a short time period 
(Becker & Morris, 1999). WM includes the processing 
of  both verbal and non-verbal information.
 Psychologists Alan D. Baddeley and Graham 
Hitch proposed a model of  WM in 1974 where a 
central executive is responsible for moderating the 
information in two slave systems, the phonological 
loop and the visuospatial sketchpad (1974). The 
phonological loop continually rehearses a list 
of  information for later recall. The amount of  
information that a person can hold in a loop ranges 
between 5-9 objects, differing between numbers and 



10

words (Miller, 1956). The visuospatial sketchpad 
is responsible for storing visual information, such 
as the color, shape, and location of  objects. The 
central executive directs attention between the 
two systems and is responsible for blocking out 
irrelevant information (Baddeley & Hitch, 1974).
There are various types of  tasks used to measure 
WM capacity. Researchers may present participants 
with images or words on a screen and test them 
later on the accuracy of  their memorization, while 
also taking into account reaction time. Different 
methods of  measuring WM often lead to different 
results for the same participant, indicating that WM 
has several components that can be highlighted 
with these various tasks. Unlike age-matched 
controls, AD patients suffer a progressive decline in 
WM. The severity of  the WM deficits differs across 
WM tasks and at different stages of  the disease 
(Baddeley, Bressi, Della Sala, Logie, & Spinnler, 
1991). The age of  onset differs per person and 
the rate of  decline also differs between patients, so 
measuring WM in AD patients is challenging and 
often very inconsistent (Baddeley et al., 1991).

APOe4 Carriers and the Primacy Effect
 In 2002, Rosen, Bergeson, Putnam, 
Harwell and Sunderland published the first paper 
that discussed the relationship between the WM of  
healthy APOe4 carriers and non-carriers (2002). 
They worked with a sample of  21 APOe4 carriers 
and 21 non-carriers. They did not report how 
many people in the sample were heterozygote or 
homozygote carriers, however since homozygote 
carriers are more rare it is likely that a majority of  the 
participants in the carrier group were heterozygote 
carriers (Raber et al., 2004; Rosen et al., 2002). The 
participants in both groups ranged in age from 50-
79 years old. All participants had no prior history of  
any neurological, psychiatric, or learning disorders, 
nor had they been prescribed any medication for 
pain or depression at the time of  the study. None of  
the participants met the criteria for mild cognitive 
impairment, a test for dementia. The two groups 
were matched on age and years of  education, with 
average age being approximately 62 years old, and 
the average years of  education approximately 17 

years. The two groups had similar IQs, according to 
the WAIS-R full-scale IQ (M=123 for carriers and 
M=125 for non-carriers). The two groups also did 
not vary from one another on the WMS-r general 
memory index (Rosen et al., 2002).
 All participants were tested on the operation 
span task. In the task the participants were told to 
answer a series of  math operations by confirming if  
the stated expression was true or false. For example, 
they would be presented with “8×2=16” and they 
would need to respond with either “yes” or “no”. In 
between the math operations there would be short 
words that the participants were asked to remember 
for later recall. An experimenter monitored the task 
for every participant, so that the participant would not 
rehearse the words before recall (Rosen et al., 2002).
 Rosen found that the math scores 
(percentage of  equations answered correctly) and 
total span scores (total number of  words recalled) 
did not differ significantly between the carrier 
and non-carrier groups. There was a significant 
difference (p < .05), however, between the carriers’ 
and the non-carriers’ primacy scores, a measure 
of  how often the participant recalled the first word 
in the set. APOe4 carriers recalled the first word 
of  the set on an average of  8.52 sets out of  15, 
compared to 10.43 for non-carriers (Rosen et al., 
2002). The researchers then looked at the accuracy 
with which each group recalled the first word in 
the set, regardless of  whether they remembered it 
as being the first word or not. These results were 
similar to the prior primacy results, implying that 
the WM deficits among APOe4 carriers were 
a result of  poor word recall (Rosen et al., 2002). 
The operation span task forces participants to 
divide their attention between word recall and 
solving math operations. People with clinical AD 
show significant declines in divided attention, a 
central executive function (Baddeley et al., 1991). 
The results of  the operation span task indicate 
that APOe4 carriers may experience similar types 
of  WM decline as those seen among clinical AD 
patients (Baddeley et al., 1991).

Healthy APOe4 Carriers and Visuospatial 
Attention Tasks
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        In 2005, Greenwood, Lambert, Sunderland, 
and Parasuraman tested the second system of  WM, 
the visuospatial sketchpad, within a sample of  113 
non-carrier and 64 APOe4 carrier participants 
(12 of  the APOe4 carriers were homozygous and 
52 were heterozygous) (2005). The participants 
ranged in age from 41 to 85 years old, averaging 
58 years old. Participants were excluded if  they 
had reported having significant medical problems 
affecting their neuropsychology. The researchers 
also excluded all participants who did not fall 
within the normal age-related scores on the Mattis 
Dementia Rating and Wechsler Memory scales, as 
well as the Buschke Selective Reminding task. The 
researchers matched control non-carriers with two 
groups of  carriers on age, intelligence and mental 
health (Greenwood et al., 2005).
 Greenwood, Lambert, Sunderland and 
Parasuraman presented their participants with a 
task that measured spatial WM, the ability to recall 
locations within an image (2005). The participants 
were told to fixate on an picture on the computer 
screen at which point an “X” would appear for 
three seconds somewhere on the picture. After a 
delay, a red dot appeared on the picture, either in 
the same position as the “X” or in a novel position. 
The participants were asked to assess if  the red 
dot location matched the target “X” location 
(Greenwood et al., 2005). The participants were 
asked to recall the location of  one, two, or three 
target locations at a time. Under all conditions, 
the participants were asked to assess whether the 
location of  the red dot was old or novel after viewing 
all of  the target locations. Increasing memory 
load (i.e. asking participants to recall more target 
locations) increases task difficulty (Greenwood et 
al., 2005).
 The results of  the spatial WM task show a 
significant difference in scores between groups on 
the three locations condition, and little variation 
under the one and two locations conditions 
(Greenwood et al., 2005). Homozygote carriers, on 
average, performed worse than age-matched non-
carriers and heterozygote carriers when asked to 
recall three locations. Homozygote carriers have 
a much higher risk of  developing AD later in life 

than heterozygote carriers, so it was predicted that 
they would perform worse on cognitive tasks than 
heterozygote carriers (Greenwood et al., 2005). 
Patients with AD often discuss having difficulty 
remembering where they parked their car or how 
to navigate familiar areas, which both indicate a 
decline in visuospatial attention (National Institute 
on Aging, 2012). There is also evidence that AD 
patients perform worse than age-matched non-
demented controls on certain visuospatial attention 
tasks, implying that the observed differences between 
the homozygote group and the other groups may 
be indicative of  early signs of  AD (Greenwood et 
al., 2005; Parasuraman, Greenwood, Haxby, & 
Grady, 1992).

Healthy APOe4 Carriers and the A-X 
Continuous Performance Task

        Reinvang, Winjevoll, Rootwelt, and Espeseth 
ran a controlled study with APOe4 carriers using 
the A-X Continuous Performance Task (2010). 
The study included 186 participants who ranged 
in age from 40-80 years old and all participants 
were recruited through a newspaper advertisement 
in Oslo, Norway. All participants with a reported 
history of  psychological disorders that affect 
cognitive abilities were excluded from the study. 
The experimenters also excluded all participants 
who scored more than one standard deviation 
away from the age-specific baseline average on 
the Wechsler Abbreviated Scale of  Intelligence 
(Reinvang et al., 2010). The experimenters tested 
DNA from blood samples to assess genotype, and 
they observed that 69 of  the 187 participants had 
at least one allele for APOe4 and 14 people were 
homozygote carriers (Reinvang et al., 2010).
 During the task, participants observed a 
computer screen where red capital letters were 
continuously presented on a black background. 
The participants were told to respond with the 
rightmost key when presented with the target 
stimuli, the letter “A” followed by the letter “X”, and 
the leftmost key when presented with one of  two 
non-target stimuli, the letter “A” followed by any 
letter but “X” (the AY condition), and any letter but 
“A” followed by “X” (the BX condition) (Reinvang 
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et al., 2010). They were given 1500 ms to press the 
right or left key. The participants first did a practice 
block with 20 trials and then performed six blocks 
of  50 trials (Reinvang et al., 2010).
 The researchers found that the male 
homozygote carriers (eight of  the 14 homozygote 
carrier participants) performed significantly 
worse than all other participants in identifying 
the AY non-target condition. Homozygote male 
carriers achieved 63% accuracy, while all other 
groups achieved between 80% and 90% accuracy 
(Reinvang et al., 2010). Poor performance on the 
AY condition of  the A-X CPT is indicative of  
poor response preparation. Changes that result 
from normal aging have been associated with poor 
performance on the A-X CPT (Emery, Myerson, & 
Hale, 2007). Since the neurological process of  AD 
is a similar but much faster version of  normal aging, 
these results serve to reinforce that association 
(Reinvang et al., 2010).

Healthy APOe4 Carriers Without Deficits 
in WM

 The three previously discussed papers were 
all criticized for their sample sizes. The Greenwood 
et al. and Reinvang et al. studies included a sample 
size of  nearly 200 participants, with around 
35% of  them carrying at least one allele for the 
genotype, and the Rosen et al. study included even 
fewer participants (n = 42) (Greenwood et al., 
2005; Reinvang et al., 2010; Rosen et al., 2002). 
In 2007, Jorm and colleagues conducted a study 
comparing the cognitive performances of  healthy 
APOe4 carriers to non-carriers with a much larger 
subject pool (Jorm et al., 2007). The Australian 
study recruited 6,500 Caucasian participants that 
were divided into three different age groups: 20-24, 
40-44, and 60-64, with around 2,000 participants 
in each group (Jorm et al. 2007). The researchers 
recorded previous head traumas and surveyed 
their participants’ levels of  alcohol consumption, 
but did not eliminate any participants from the 
experiments based on the alcohol and head trauma 
data. They eliminated participants afterwards who 
were suspected of  having dementia if  they fell 
within a threshold on a dementia test, or if  they had 

scores that were outliers (more than three standard 
deviations below the mean) on cognitive tests 
(Jorm et al., 2007). The experiment was conducted 
entirely on the computer and the participants were 
given the option of  completing them at home or at 
the University with an interviewer (Jorm et al. 2007).
 The experimenters used blood samples to 
test the genotype for all participants. 27.4% of  the 
participants had at least one APOe4 allele, 2.3% 
had two alleles, and the results were consistent 
among age groups (Jorm et al., 2007). Under the 
category of  WM test, the researchers tested all 
participants on a subset of  the Wechsler Memory 
Scale, the backward digit span task (Wechsler, 
1945). A series of  digits appeared on a screen at 
one-second intervals and the participants were then 
prompted to recall the digits in backwards order 
(Jorm et al., 2007). The paper does not provide 
how many digits they were asked to recall.
 The researchers observed no significant 
differences between heterozygote, homozygote, 
and non-carrier group scores on this task (Jorm 
et al., 2007). The researchers did, however, find 
differences between age groups, with the oldest 
group performing worse than the other age groups 
on all tasks, regardless of  genotype. The researchers 
later looked at the effect of  alcohol consumption 
and head trauma and found a correlation between 
the genotype and instances of  head trauma and 
alcohol consumption. Using an ANOVA they saw 
that both head trauma and alcohol consumption 
had an effect on all participants’ performance 
on cognitive tests, but the effect was not related 
to genotype. The tests were thus sensitive to age 
effects, head trauma, and alcohol consumption, but 
they were not sensitive to differences in people with 
the APOe4 genotype (Jorm et al., 2007).

Discussion and Further Directions
 The Jorm et al. study presents an interesting 
counter-argument to the work of  Rosen et al., 
Greenwood et al., and Reinvang et al.. Their 
results indicate that neither homozygote nor 
heterozygote APOe4 carriers exhibit abnormal 
cognitive decline prior to the onset of  AD. Jorm et 
al. argue that based on the sample size, differences 



13

in WM scores between carriers and non-carriers 
in the other papers could easily be attributed to 
noise. The results from the Jorm et al. study are 
the most convincing, because their sample size was 
considerably larger than the others’ (n = 6,500). 
With a much larger sample size, all of  the studies 
that observed WM differences between healthy 
APOe4 carriers and non-carriers could guarantee 
with more confidence that their results were less 
influenced by noise. It is possible that the observed 
deficits in WM capacity among APOe4 carriers 
were too subtle to appear on Jorm et al.’s study. 
In their paper, Jorm et al. argue that, if  their tests 
were not sensitive to APOe4 genotype effects, they 
would not have picked up age-related differences or 
differences associated with head trauma or alcohol 
consumption. Since there is no relation between AD 
symptoms and performance on the backward digit 
span task, it is not surprising that APOe4 carriers 
perform similarly to non-carrier controls. The task 
in question most likely does not measure a process 
of  WM affected by AD or any of  the neurological 
processes associated with AD.  While no differences 
were observed between the carrier and non-carrier 
groups on any of  the other cognitive tasks used 
by Jorm et al., such as an immediate and delayed 
recall, they are too broad to be considered WM 
tests (Jorm et al., 2007).
        Rosen et al. provided strong evidence for 
a decline in primacy scores on operation span 
due to carrying the APOe4 gene. These results 
cannot be directly compared to Jorm et al.’s results, 
because number recall is different than word recall. 
Additionally, Jorm et al. did not report primacy 
scores for any of  the tests, so a future study with a 
sample size as large as the one in question should 
examine primacy scores on an operation span 
task. Also, it is unknown how many people in the 
carrier groups were later diagnosed with AD. This 
knowledge would distinguish the effects of  the 
genotype from the effects of  early symptoms of  AD 
(Rosen et al., 2002).
 Greenwood explored age and genotype 
effects on spatial memory, and observed that 
homozygote carriers had a greater difficulty 
recalling a high load of  target positions than 

heterozygote carriers and non-carriers. The Jorm 
et al. paper divided the heterozygotes from the 
homozygotes, but contrary to previous findings 
there were no observed differences between gene 
dosage on any of  the cognitive tasks within each 
age group (Jorm et al., 2007). Reinvang et al.’s A-X 
CPT experiment also showed differences in gene 
dosage, but the A-X CPT measures a different 
resources of  WM that cannot be easily related to 
any of  Jorm et al.’s results, further limiting the 
relevance of  Jorm et al.’s experiment.
 The direct cause of  AD remains unknown, 
but neuroscience research shows that plaques and 
tangles form in the brains of  AD patients much more 
rapidly than in the adult aging brain. The discovery 
that healthy APOe4 carriers display deficits in WM 
prior to any symptoms of  AD further emphasizes 
the link between the genotype and the disorder. As 
is the case with many diseases, understanding the 
cause can take us one step closer to finding a cure. 
Perhaps by using information learned about APOe4 
carriers before the onset of  AD, researchers can 
better understand the progression of  the disease and 
potentially trace the decline in cognitive functioning 
before the onset of  clinical AD.
 Future studies should aim to replicate the 
previously discussed results using the WM tasks 
that have distinguished healthy APOe4 carriers 
from education and age-matched non-carriers. 
These experiments need to have a larger sample 
size, much closer to the Jorm et al. 2007 sample size 
(n>6,000) (Jorm et al., 2007). Researchers should 
also consider combining WM tasks and other 
measures of  fluid intelligence to create a composite 
score that serves as a latent variable of  WM. 
Additionally, researchers should return to the data 
several years later and compare the performance 
of  the APOe4 carriers who later develop AD to 
those who do not. The scores of  the non-carriers 
who later develop AD should be compared to 
the non-carriers who do not develop AD. Being 
able to control for later development of  AD will 
help distinguish whether the observed differences 
in WM are solely related to the genotype or are 
simply early symptoms of  AD, too subtle to show 
up on tests that measure dementia.
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Research indicates that racial bias has shifted 
from overt to subtle (Bristor, Lee & Hunt, 1995; 
Entman & Rojecki, 2000; Kern-Foxworth, 

1994; Sweeney, 2005). The subtleness of  racial bias 
can be measured by examining implicit stereotypes.
 Undetected biases are considered to 
be indirect influences of  today’s stereotypical 
thoughts. Research has demonstrated that indirect 
influences alone can produce false remembering of  
information (Lenton, Blair & Hastie, 2001; Roediger, 
1996). Additionally, our level of  engagement with 
the media significantly contributes to shaping our 
stereotypical thoughts (Laney & Loftus, 2008).
 Implicit cognition involves traces of  a past 
experience that affect performance and decision 
making. Greenwald and Banaji (1995) define 
implicit stereotypes as introspectively unidentified 
traces of  past experiences that mediate attributions 
of  qualities to members of  a social category. These 
experiences are not explicitly remembered as they 
are unavailable via self-report (Graf  & Schacter, 

1985). This idea of  implicit memory is a well-
established phenomenon with multiple methods 
of  investigation. These investigation techniques 
include implicit association tests, go/no-go 
association tasks, and lexical decision tasks (among 
others). We examined an alternate approach by 
using stereotypical descriptors within an everyday 
context: a criminal news story.
 Priming is an implicit memory effect in 
which exposure to a stimulus influences a response 
to a later stimulus. The effects of  priming are 
very salient and long lasting (Tulving, Schacter & 
Start, 1982). Older individuals will typically show 
decrements on explicit tests (due to the biological 
nature of  the aging process and the brain) relative to 
healthy young adults despite comparative priming 
levels (Fleischman, 2007). Furthermore, Ward, 
Berry, and Shanks (2013) outlined research findings 
that show explicit memory systems are affected 
by age, whereas implicit memory systems are 
not. However, priming in comparative age group 

An experiment was conducted to investigate how false memories are created as a function of  the 
stereotypical information in a text. Participants were 230 male and female US-residents recruited via 
Amazon Mechanical Turk and assessed using Qualtrics. In this web-based study, participants were given 
a news story about a homicide which either contained stereotypical or no stereotypical descriptions of  the 
suspect. In each story, the ethnicity of  the suspect was never explicitly stated. The participants had three 
minutes to read the story and then were taken to questionnaire pages that contained factual questions 
from the story along with the key question that asked for the suspect’s ethnicity. Participants also provided 
confidence ratings for their responses. Results indicated that participants who read the story that included 
stereotypical descriptions believed the suspect was African-American, Asian, or Hispanic more often 
than the participants who read the non-stereotyped version. Additionally, age-group comparison analysis 
indicated that older participants falsely remembered ethnicity more often than younger participants in the 
story with stereotypical descriptions but not within the story without stereotypical descriptions.

I’d like to thank Dr. Aydin Durgunoglu (University of  Minnesota – Duluth) for her expert advising on this 
research project. This paper was also possible thanks to early collaboration with Della Dustin (University 

of  Minnesota – Duluth), who helped set the foundation for the hypotheses tested.
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research is mixed. Theoretically, older individuals 
should be more susceptible to priming effects 
since topics will be more meaningful compared to 
younger individuals (Valsiner & Connolly, 2003). 
When priming is observed to have a similar effect 
across all age-groups in a particular study, it is 
considered to be age-invariant priming. This has 
been observed with different age-groups in word-
stem completion tasks and word-identification 
tasks (Light & Singh, 1987; Park and Shaw, 1992). 
However, priming deficits were achieved during 
similar tasks in other studies (Chiarello & Hoyer, 
1998; Hultsch, Masson, & Small, 1991). Fleischman 
(2007) suggests that these discrepancies between 
findings are due to methodological differences.
 The present research experimented with 
priming via stereotypical descriptions in an 
attempt to elicit individuals to falsely remember 
the ethnicity of  a suspect. Also, we sought to find 
age differences to determine if  a certain age-
group is more susceptible to false remembering 
ethnicity compared to another. In accordance with 
the aforementioned research, we believe older 
individuals will have proportionally more incidents 
of  false remembering ethnicity compared to 
younger generations in the stereotypical story but 
not within the non-stereotypical story. Additionally, 
we believe the stereotypical descriptors within our 
experiment will elicit more false remembering of  
African-American criminals compared to the story 
without stereotypical descriptors. The story that 
includes priming will attempt to indirectly coerce 
the participant to take implicit stereotypes into 
consideration when later asked about the suspect.
 

Methods
Participants
 Two hundred thirty individuals (128 males 
and 102 females) above the age of  18 participated 
in the experiment. Participants were enlisted from 
Amazon Mechanical Turk and were paid fifty 
cents upon completion of  the experiment. The 
experiment was advertised for domestic participants 
only (within the United States). Participants were 
divided into two groups, the experiment condition 
and the control group. The experiment condition 

included one hundred fifteen individuals (65 males 
and 50 females). The control condition included 
the remaining one hundred fifteen (63 males and 
52 females). Each person was randomly assigned to 
their treatment level.

Participants after Exclusions
 After exclusions, one hundred seventy-two 
individuals were included in the statistical analysis. 
The experiment condition included eighty-six 
participants (44 males and 42 females). The control 
condition also included eighty-six participants 
(51 males and 35 females). Demographic 
information indicated a wide-range of  residential 
states, education levels, and income. 77% of  the 
participants were White or Caucasian, 8% were 
Asian, 7% were Black or African-American, 5% 
Hispanic or Latino, and 3% indicated other.
 The first exclusion occurred if  the 
participant read the story too fast (indicated by 
how long it took a participant to move to the next 
portion of  the experiment). If  a person spent less 
than 78.7s and 74.2s on the story portion of  the 
control and experiment condition, respectively, or 1 
SD below the average, their score was excluded (35 
participants were excluded; SD = 44.3s, SD = 50.6s). 
The second exclusion occurred if  the participant 
took more than 15 minutes to complete the entire 
experiment (four participants were excluded).
 The third criteria addressed the potential for 
users to copy and paste the story in order to answer 
the questions in the later part of  the experiment. 
To combat this, mouse clicks were measured during 
the story. If  a person clicked more than 3 times 
on this section of  the experiment, their data was 
excluded (10 participants were excluded). Lastly, 
the experiment required U.S. residents and each IP 
address was traced (nine participants were excluded). 
It is important to note that many violators of  the 
exclusion criteria met two or more of  the criteria 
outlined above. This overlap indicated they were 
indeed not engaged in the experiment properly.
Materials
 The experiment was advertised on 
Mechanical Turk as a reading memory task that 
would take under 15 minutes to complete. If  the task 
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was accepted, the person was forwarded to a survey 
created using the Qualtrics research survey platform. 
After completion, each participant was given a 
unique generated code which they entered back into 
the task completion screen on Amazon Mechanical 
Turk. This code was then submitted which indicated 
successful completion and the person was paid fifty 
cents after confirmation by the researcher.
 The experiment was in the form of  a closely 
controlled survey that was completely automated 
(hidden timer on each page, number of  clicks were 
measured, IP address was saved). Participants were 
given a fictitious criminal news story involving the 
murder of  a 29 year old woman from Los Angeles 
by a 25 year old suspect. Half  of  the participants 
(the control group) received a story with no 
stereotypical descriptors when referring to the 
suspect (see Appendix B). The remaining half  of  
the participants (the experimental group) read the 
same criminal news story that included stereotypical 
descriptors (see Appendix C). After the participants 
read the story, they were taken to the last section of  
the experiment – a questionnaire that tested their 
knowledge about the story (see Appendix D).

Stereotypical Descriptors
 A stereotypical descriptor is an adjective or 
a set of  adjectives that motivate implicit stereotypes. 
The control group received neutral descriptions 
when referring to the suspect. For example, when 
discussing what a witness saw after the crime, the 
control condition story used a neutral descriptor, 
“witnesses say the man was wearing a sweatshirt 
and jeans.” In contrast, the experimental condition 
used a stereotypical descriptor, “witnesses say the 
man was wearing an over-sized hooded sweatshirt 
and baggy jeans.” The other six descriptors 
used were, “South Central Los Angeles,” “gang 
member’s house,” “gang violence,” “cocaine 
addiction,” and “cocaine,” which appeared twice. 
These stereotypical descriptors were used in the 
experimental group only (see Appendix C).
Procedure
 The first page of  the experimental 
survey was informed consent. Before agreeing 
to participate, it was clearly indicated that the 

participant voluntarily agreed to participate, was at 
least 18 years old, and lived in the United States. 
Clicking “I agree” allowed the participant to see 
the demographic questionnaire pre-experiment 
(see Appendix A). Clicking “I disagree” sent the 
participant to the end of  survey message (without 
the code they needed to receive payment in Amazon 
Mechanical Turk).
 After answering the demographic questions 
(forced response on each) and after the participant 
clicked “next,” Qualtrics randomly (evenly) 
showed either the control, non-stereotypical story 
(see Appendix B), or the experimental story that 
included stereotypical descriptions (see Appendix 
C). The directions located at the top of  each story 
were identical. Within each version of  the story, 
there was a hidden timer that would automatically 
forward the participant to the questionnaire page. 
There was also a “next” button that would allow 
the participant to move on if  they read the story 
before the automatic transfer. Mouse clicks and 
timing data were observed for the purposes of  
exclusions post-data collection. After the story 
was read, the participant was brought to the 
questionnaire page.
 The final step of  the experiment included 
11 questions relating to the story presented in 
the previous portion of  the survey (see Appendix 
D). Each question required a response and they 
would not be allowed to finish without answering 
each question and the corresponding confidence 
value for each. Nine questions were factual 
questions explicitly stated in the story (6 of  which 
were multiple choice questions and 3 required fill-
in answers). The remaining two questions were 
the questions of  interest. The first asked whether 
or not a deadly weapon was present during the 
crime. Each version of  the story had no mention 
of  a weapon that was used. The second question 
asked for the ethnicity of  the suspect, which was 
also never explicitly stated in either version of  the 
story.

Results
Preliminary Analysis
 The study included only 7 individuals 
who were over the age of  60. Age differences 
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between this age group were not viable due to the 
low sample size. Consequently, these participants 
were not used for statistical analysis in age group 
comparisons. They were however used in the 
factual question and false remembering ethnicity 
analysis. Additionally, the presence of  a deadly 
weapon question was never statistically analyzed 
due to concerns of  how it was mentioned in the 
story. After exclusions, the average time it took 
participants to read the non-stereotype story was 
133.8s (SD = 35.9s) and 142.3s (SD = 33.5s) to read 
the story with stereotypical descriptors. Raw-data 
coding information is available in the appendix 
section (see Appendix G).
 
Factual Questions
 The nine factual questions included on 
the questionnaire were analyzed first. This is to 
verify the integrity of  the story and questions and 
to make sure no significant difference occurred 
between both story types (manipulation check). 
An independent-samples t-test was conducted to 
compare the nine factual questions in the story 
without stereotypical descriptors and the story that 
did include stereotypical descriptors. There was 
no significant difference in the amount of  correct 
answers on the non-stereotype story (M = 1.98, SD 
= .70) and the stereotype story (M = 2.10, SD = .67); 
t(170) = 1.12, p = .266. This enables us to assume 
that the questions adequately tested the knowledge 
of  the participants in both stories equally.

False remembering a non-white suspect
 A chi-square test was performed to examine 
the differences of  story type in false remembering 
a non-white suspect on the ethnicity question of  
interest. The relationship between these variables 
was significant, (1, N = 172) = 17.485, p < .001. This 
result indicates that a significant difference occurred 
in false remembering a non-white ethnicity within 
the story that included stereotypical descriptions 
compared to the non-stereotype story. Therefore, 
the use of  stereotypical descriptors played a role in 
eliciting more stereotype responses.
 
Age-group comparisons in false 
remembering non-white suspect
 Age group comparisons were subjected to 
a univariate analysis of  variance having two levels 
of  story type (non-stereotypical, stereotypical) 
and two age groups (18-34, 35-59) (see Figure 1; 
Appendix E). No main effect was present for age 
groups, F(1,172) = 2.11, p > .05. A significant main 
effect was found for story type, F(1,172) = 17.21, 
p < .001. These data agrees with the chi-square 
analysis during the non-white suspect analysis. 
Participants had falsely remembered more non-
white suspects in the stereotypical story across 
both age groups. No interaction was observed with 
age groups and story type, F < 1.27.
 Tests of  two a priori hypotheses were 
conducted using Bonferroni adjustments (see Table 
1; Appendix F). Results indicated that the number 
of  incidents of  falsely remembering a non-white 
suspect was not statistically significant within the 
non-stereotype story of  the 18-35 age-group (M 
= .14) and 36-59 age group (M = .06), F(1,162) 
= .046, p = .830. However, results indicate a 
significant difference in the number of  incidents 
of  falsely remembering a non-white suspect within 
the stereotypical story of  the 18-35 age-group 
(M = -.66) and 36-59 age group (M = -1.34), 
F(1,162) = 4.02, p = .047. These data suggest that 
participants within the older age group falsely 
remembered more non-white suspects compared 
to the younger age group within the stereotypical 
story.
 

Figure 1. Estimated marginal means of  ethnicity question.
Note. The lower the estimated marginal mean, the more that group 
confidently remembered “African-American” as the criminal.
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Discussion
 The present findings suggest that 
stereotypical descriptors are an accurate 
measure of  implicit stereotypes. Additionally, 
age group comparisons with the data show that 
older generations have more internal/implicit 
stereotypical motivations compared to younger 
generations. Moreover, older generations have 
higher confidence values when answering “African 
American” within the study. This could be explained 
by a number of  factors. First, it is possible that the more 
experiences an individual has, the more matured 
and reinforced the implicit stereotypes are. Or 
secondly, our society could be becoming more ethnic 
neutral, with help from the new “subtle” nature of  
racial bias which exists within today’s media (Bristor, 
Lee & Hunt, 1995; Entman & Rojecki, 2000; Kern-
Foxworth, 1994; Sweeney, 2005). The latter of  the 
two is good news when it comes to ethnic equality. 
It appears that younger generations are perhaps 
more open-minded and don’t have internal biases as 
strong as older generations.
 One must be wary of  the impact that internet 
based studies have on the external validity of  raw 
data, especially when the study offers cash incentives 
for participants. Consequently, the possibility of  
frivolous participants becomes a reality. Our study 
did not account for the possibility of  copy/pasting 
the story using keyboard shortcuts (for reference 
during the questionnaire). To combat this, using a 
jpeg/gif  instead of  plain-text for the content of  the 
story would make this concern trivial. Mechanical 

Turk was chosen due to the increasing validity tests 
performed in recent studies. Shapiro, Chandler, 
and Mueller (2013) found that Mechanical Turk 
offers several advantages to research given their 
findings that participants are mostly genuine and 
adequately represent the population – as long as 
careful consideration and controls are implemented 
to prevent less than honest participants.
 Other limitations of  the present study include 
the use of  specific stereotypical descriptors and the 
different internal perceptions of  the confidence 
value verbiage. The stereotypical descriptors used 
in the present study were based off the opinion of  
the experimenter and the primary investigator’s 
discussion with colleagues. Because stereotypes are 
not ubiquitous, and are different from person to 
person, this is a clear limitation. Lastly, the definition 
of  “not confident,” “somewhat confident,” and 
“very confident” could vary across participants. 
Carefully constructing this verbiage and clearly 
defining each in the directions of  the questionnaire 
may have limited any differences that may exist.
 The specific age groups the present study 
used were determined by historical events that 
may have explained age differences in internal 
biases. Specifically, the 36-59 group were late baby 
boomers and/or children raised during the after-
effects of  segregation – they may have seen and/
or heard more stereotypical rhetoric compared to 
the younger age-group of  18-35. This may explain 
the difference in incorrectly identifying African-
American as the criminal in the present study 

What is your age? Story Type  Mean   Std. Deviation  N

18-35   Non-stereotype  .1429   1.55395   63
   Stereotype  -.6604   1.47991   53
   Total   -.2241   1.56642   116

35-59   Non-stereotype  .0566   1.69679   18
   Stereotype  -1.3438   1.42805   32
   Total   -.8400   1.65813   50

Total   Non-stereotype  .1235   1.57625   81
   Stereotype  -.9176   1.48974   85
   Total   -.4096   1.61460   166

Table 1. Age-group comparisons of  ethnicity answers.
Note. The lower the mean, the more that group confidently remembered “African-American” as the criminal.
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(which was intended and which agrees with our 
initial hypothesis). Further studies may use different 
parameters but we believe the motif  found in this 
study will be intact – older individuals will have more 
implicit racial-stereotypes than younger generations.
 

Conclusion
 Future research would need to replicate 
these results. Many other factors could be looked 
at, including: educational differences, geographic 
differences within the United States, implicit 
stereotype differences across races, and the use of  
different stereotypical descriptors. Upon discovering 
that certain geographic locations and/or age 
groups are behind others, in terms of  minimizing 
stereotypical thoughts, they could then be targeted by 
educators, media, and other relevant organizations.
 Descriptors could easily target other ethnic 
stereotypes in an attempt to measure the strength 
of  them. It would seem that measuring the implicit 
stereotypes within a person is an accurate measure 
of  reviewing trends in the possible continued 
improvement of  hidden biases. Although our data 
show an improving trend of  open-mindedness, or 
perhaps an awareness of  internal biases within 
individuals, continuing to monitor the implicit 
stereotypes within ourselves is an important step 
our society must undergo in order to make light of  
any unwanted or disadvantageous opinions.
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Appendix A

*Referred to as Appendix B in original article.
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Appendix B

*Referred to as Appendix C in original article.
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Attention Deficit Hyperactivity Disorder 
(ADHD) has become an extensively studied 
childhood disorder, but its causes and 

earliest symptoms are still unknown (Alessandri, 
1992; Kasper, Alderson, & Hudec, 2012; Kofler, 
Rapport, & Alderson, 2008). ADHD is a “persistent 
pattern of  inattention and/or hyperactivity-
impulsivity that interferes with development, has 
symptoms presenting in two or more settings (e.g. 
at home, school, or work), and negatively impacts 
directly on social, academic or occupational 
functioning” (American Psychiatric Association, 
2013). There is little research that looks at ADHD 
onset prior to school age, with most not looking 
until second grade (Deutscher & Fewell, 2001). 
The lack of  research on ADHD prior to school 
age can be attributed to the fact that studies show 
that ADHD cannot be clinically diagnosed before 
school years (Alessandri, 1992; Rapport, Kofler, 
Alderson, & Raiker, 2007; Deutscher & Fewell, 
2001). The authors also state that there could 
be a discrepancy between the diagnostic criteria 
(attention or aggression) when observing these two 
populations (toddlers and school age children) for 
ADHD. How symptoms of  ADHD are expressed at 

different ages could be attributed to environmental 
differences, (Deutscher & Fewell, 2001) such as 
being at school and needing to pay attention to the 
teacher to succeed compared to being at home or in 
a daycare where directed attention is not necessarily 
expected or required to succeed. Furthermore, 
there is evidence that in younger samples ADHD 
symptoms are more closely related to aggressive 
behaviors than strictly lack of  attention (Campbell, 
1990; Campbell & Cluss, 1982; Rubin & Clark, 
1983; Schleifer et al., 1975).
 Although literature has indicated that 
attention measures in infancy are associated with 
later intellectual functioning (Lawson & Ruff, 2004), 
surprisingly few attempts have been made to use these 
infant measures of  attention to predict later attention 
problems in childhood. Studying these early signs of  
attention problems in infants and toddlers would 
hopefully lead to earlier detection of  ADHD. Earlier 
detection is needed because ADHD has become 
one of  the most prevalent neurobehavioral disorders 
affecting children. Studies suggest that 3% to 5% 
of  school-aged children in the United States have 
significant educational problems because of  ADHD 
(Deutscher & Fewell, 2001). Numerous studies 

The present study focuses on infant attention and the later predictions of  Attention Deficit Hyperactivity 
Disorder (ADHD) in toddlers. ADHD can lead to many behavioral, social, and academic problems as these 
children age (American Psychiatric Association, 2013), causing a gap in their development. We hypothesize 
that the percentage of  sustained attention (SA) and/or attention termination (AT) found in infant heart 
rate (HR) measures will be predictive of  higher scores of  inattentiveness on the Child-Behavioral Checklist 
(CBCL). Thirty-three infants/toddlers and their mothers participated in this longitudinal study. The data 
was collected over a four-year span, in which HR data from the infants and CBCL data from the mothers 
were collected. The results did not support our hypothesis of  percentage time spent in SA and/or AT being 
predictive of  higher scores of  inattentiveness. However, there were significant results in percentage of  time 
spent in AT and higher scores of  aggressive behaviors in the toddlers. This finding supports past research 
that ADHD in younger populations is manifested as aggressive behaviors instead of  inattentiveness, which 
is the manifestation in older populations.
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reveal many adverse outcomes associated with 
ADHD, ranging from scholastic underachievement 
and school failure to dysfunctional interpersonal 
and employment-related relationships (Rapport 
et al., 2007; Barkley, DuPaul, & McMurray, 1990; 
Goodyear & Hynd, 1992).
 Findings by Richards and Casey (1992) on 
infant attention using HR defined phases led to our 
hypothesis that variations in infant attention may 
be related to attention deficits in childhood. Their 
data demonstrates that infants show a sustained 
parasympathetic response (heart-rate deceleration) 
while processing visual information. The sustained 
attention (SA) phase is defined as a deceleration 
in the heart rate. This phase represents the period 
that infants are engaged and encoding information. 
Richards and Casey found that visual information 
is encoded more efficiently during SA compared to 
the orienting (OR) and attention termination (AT) 
phases. Both the OR and AT phases are represented 
by an increase in heart rate. According to Richards 
and Casey (1992) AT involves reduced information 
processing and can be used as a measure of  
the infant’s ability to disengage their attention. 
Further, Ruff and her colleagues (Ruff, Capozzoli, 
& Weissberg, 1998; Ruff, Lawson, Parinello, & 
Weissberg, 1990.; Ruff, Capozzoli, & Saltarelli, 
1996) found that lower percentages of  sustained 
attention at age 1-2 years correlated with inattention 
at age 3.5. This information leads us to believe that 
by comparing infant attention measures (SA and/
or AT) with later toddler attention measures from 
the Child-Behavioral Checklist (CBCL), there may 
be evidence to identify specific infant attention 
measures that suggest later attention problems.

Methods
Participants
 We recruited thirty-three mothers and their 
children from an original experimental infant group 
from study based on nutrition and development. 
All participants were recruited from the Stillwater, 
Oklahoma area through local breastfeeding 
groups, publicly posted flyers, and via word-of-
mouth. The experimenters tested the infants at 3, 
6, and 9 months of  age and then again as toddlers. 
The toddlers were tested at a mean age of  3.2 

years of  age (M=1174.64 days, SD=170.469), and 
there was an even distribution of  sex with a total 
of  15 males and 18 females. The majority of  these 
mothers were white (86%) and well-educated (64% 
were college graduated). In addition, all infants had 
single, full-term, births without complications, and 
were healthy and primarily breastfed at 3 months. 
The Institutional Review Board of  Oklahoma State 
University approved the study, and each mother 
provided informed consent for herself  and for her 
infant/toddler.

Infant Measures
 The present study used the visual information 
processing (Vishab) task which is an infant controlled 
habituation procedure to a single face stimulus 
(Colombo et al., 2009). The infant sat in a car seat 
centered 60 cm from a 43 cm X 27 cm computer 
screen. The experimenter dimmed the lights. The 
computer screen presented a randomly selected adult 
Caucasian expressionless human face (set against a 
white rectangular background of  18.5 X 14 cm) for 
each infant. The computer presented the face for 
as long as the infant was fixated on it, but removed 
the face when the infant looked away for one second 
or longer. The face was again presented after a two 
second interval during which the screen remained 
blank. The experimenter recorded the duration 
of  each fixation in another room by observing the 
infant on a television screen through a video camera 
set above the infant’s computer screen. Habituation 
criterion was two consecutive looks < 50% of  the 
mean of  the two longest looks. The computer 
controlling stimulus presentation also sent signals to 
a second computer that controlled acquisition of  the 
electrocardiogram (EKG).
 During the Vishab procedure, the 
experimenter measured electrocardiogram (EKG) 
for each infant with disposable Ag-AgCl electrodes 
placed in a triangular configuration on the infant’s 
chest and abdomen. The computer digitized the 
EKG data at 250 Hz with a BiopacTM (BioPac 
Inc., Santa Barbara, CA) system that controlled 
data acquisition and synchronized it with the 
stimuli and the coding of  the infant’s fixations; the 
computer data file thus recorded these events along 
with the EKG.
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 Each infant’s data file was parsed into 
the categories of  baseline (BL), orienting (OR), 
sustained attention (SA), and attention termination 
(AT). Baseline was calculated for each fixation as 
the median heart rate in beats per minute for the 
two seconds prior to each fixation. Orienting was 
defined as two or more consecutive heartbeats 
above BL, sustained attention as five or more beats 
below baseline, and attention termination as two 
or more heartbeats above BL following SA. The 
durations of  OR, SA, and AT were recorded as 
were the percentages of  each of  these heart-rate-
defined attentional phase.

Toddler Measures
 The present study used the Child-
Behavioral Checklist (CBCL/ 1 ½ -5) to measure 
the attention of  the toddlers (Achenbach & 
Rescorla, 2000). The CBCL is a parent-report 
measure of  99 child problem behaviors. It assesses 
the parents’ descriptions of  overall child problems 
and disabilities, concerns about the child, and 
opinions of  the best things about the child. The 
experimenter scored the problem items using a 
three-point Likert-type scale (0 = Not True, 1 = 
Somewhat True or Sometimes True, 2 = Very 
True or Often True). Two broadband scores of  
externalizing and internalizing behaviors were 
obtained, and T-scores above the 98th percentile 
were considered clinically significant. The CBCL 
online data log calculated individual subscale 
scores (e.g., Withdrawn, Sleep Problems, Attention 
Problems, Aggressive Behavior), and a Total 
Problems score. We used the total scores from 
attention problems (0-10) and aggressive behavior 
(0-38) for the analysis (higher score signifying higher 
attention problems and/or aggressive behavior). 
Internal-consistency coefficients range from .66 to 
.92 for the subscale scores. Achenbach and Rescorla 
demonstrated the validity of  this instrument by 
using it to distinguish between referred and non-
referred children.
 Predictor variables were the percentage of  
time infants spent in each of  the three HR-defined 
attentional phases, namely OR, SA, and AT, at 
3, 6, and 9 months of  age. Outcome variables 

were the CBCL scores for Attention Problems 
and Aggressive Behavior. We calculated Pearson 
correlation coefficients for each predictor variable-
outcome variable pair.

Results
 This study used data from when the infants 
were tested at 3, 6, and 9 months of  age and again 
from when they were between two and a half  and 
four years of  age. The hypothesis was that the 
percentage of  time spent in SA and/or AT would 
correlate with higher scores of  attention problems 
on the CBCL. Our data did not support our 
hypothesis, since the results yielded no significant 
correlation between the infancy measures of  
attention and attention problems in toddlers. 
However, infant AT at 3 months of  age came 
close to predicting attention problems in toddlers 
(r(31) =.274, p =.068). The switch from CBCL 
attention measures to aggressive behavior showed 
a significant predictor at 9 months of  age in infant 
AT (r(31) =.319, p =.035). When we looked over 
the data, only 14 of  our 33 participants had any 
time spent in AT. We ran a post-hoc correlation 
analysis using the 14 participants who had spent 
time in AT. The results showed a very significant 
predictor as expected at 9 months of  age in infant 
AT for aggressive behavior in toddlers (r(12) =.653, 
p =.006). When looking at attention problems in 
the 14 subject sample there was an unexplained 
correlation at 9 months in infant OR phase (r(12) = 
-.566, p =.018). Lastly, we examined the number of  
looks during the visual habituation procedure at 3, 
6, and 9 months of  age and their possible predicting 
value in toddler attention. The results yielded a 
significant association between number of  looks at 
6 months of  age and reported aggressive behavior 
in toddlers (r(31) = -.393, p =.024).

Discussion 
 This study suggests that when examining 
infant measures as possible predictors of  ADHD in 
toddlers there may need to be a focus on aggressive 
behavior reported in toddlers in addition to that 
of  the actual attention measures. This finding 
agrees with the findings from prior studies on 
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ADHD in samples of  children younger than 5 
years (Campbell, 1990; Campbell & Cluss, 1982; 
Rubin & Clark, 1983; Schleifer et al., 1975). A 
proportion of  young children who show aggression 
at very high rates is also at an elevated risk for 
associated symptoms of  ADHD (Hay, Hudson, 
& Liang, 2010). Because of  this, Hay et al. (2010) 
hypothesized that the negative associations between 
prosocial behavior and externalizing problems 
could actually be accounted for by the symptoms 
of  ADHD, not aggression. This suggests that the 
presence of  aggressive behavior in children is 
actually a symptom of  ADHD. Hay et al (2010) 
also found that no association between aggression 
and pro social behavior existed when controlling 
for symptoms of  ADHD. In particular, they found 
a negative correlation with the children’s symptoms 
of  inattention/over activity and the teachers’ 
reports of  prosocial behavior (Hay et al., 2010). 
Therefore, since low rates of  prosocial behavior 
are associated with lower rates of  peer acceptance 
(Denham, McKinley, Couchoud, & Holt, 1990; Hay 
et al., 2010), children with activity and attention 
problems may be at a higher risk for peer rejection 
(Hay et al., 2010). This peer rejection could be the 
manifestation of  aggression that is seen in children 
with ADHD, especially in the younger age groups. 
As mentioned in the introduction, the significance 
of  early detection is the ability to start intervention 
at the earliest sign of  attention problems. By 
identifying at risk infants/ toddlers and introducing 
early interventions this could aid in the gap that 
develops during the early school years that can lead 
to social and academic problems.
 Further, when we examined the number 
of  looks and the toddler’s aggressive behavior, it 
seemed that fewer looks predicted more aggressive 
behavior. We suggest that since these infants were 
more easily distracted by outside stimuli and 
lacked engaged attention at the presented stimulus, 
this could be the manifestation of  distractibility. 
Distractibility is often seen as a cue symptom 
in ADHD. Something else to be explored is that 
roughly half  of  the sample had no AT at 9 months 
and the aggressive measures were only significant 
in the AT phase. This finding could be consistent 

with the Richards and Casey article explaining 
the significance of  AT. They describe it as being 
involved in reduced information processing and 
state it could be used as a measure of  the infant’s 
ability to disengage his/her attention. This could 
explain why AT at 9 months of  age was predictive 
of  aggressive behaviors in the toddlers. Since AT 
seems to measure the ability to disengage attention, 
and deficits in being able to regulate attention are 
cue symptoms in ADHD, more attention should be 
paid to AT measures and ADHD.
 The results are to be interpreted cautiously 
because of  the very small sample size. An increase 
in sample size would give this line of  study a 
higher probability of  recruiting children who will 
actually be clinically diagnosed with ADHD thus 
obtaining a better representation of  the population 
of  interest. In addition, we need to be able to test 
the toddlers again after 7 years of  age since that 
is the suggested age to make a clinical diagnosis 
of  ADHD. Nevertheless, this study suggests that 
early signs of  ADHD may appear during the first 9 
months of  life. If  other studies can replicate these 
findings then there could be evidence to support 
early intervention for these at risk infants and 
toddlers. Beginning intervention at the earliest 
signs of  attention problems could be a major step 
in preventing the behavioral and social problems 
seen in many ADHD cases as they advance into the 
school years.
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Empathy is ability to identify what someone 
else is thinking or feeling and to respond 
to these thoughts and feelings with an 

appropriate emotion (Baron-Cohen, 2011). 
Empathy is thought to comprise two main 
components, cognitive empathy and emotional (or 
affective) empathy (Lawrence, Shaw, Baker, Baron-
Cohen & David, 2004). Cognitive empathy is the 
ability to know what another person is thinking 
and is similar to “theory of  mind,” and emotional 
empathy is the ability to experience an emotion 
similar to that of  another individual (Lawrence 
et al., 2004; Rueckert & Naybar, 2008). Empathy 
has an impact on social and emotional health 
across cultures (Cassels, Chan, Chung, & Birch, 
2010). It is correlated with prosocial behavior 
and altruism (Carlo, Hausmann, Christiansen, & 
Randall, 2003) as well as inhibiting antisocial and 
aggressive behavior (LeSure-Lester, 2000; Baron-
Cohen, 2011). Higher levels of  empathy and 
emotional management are also associated with 
better relationships with peers (Eisenberg, Miller, 
Shell, McNalley, & Shae, 1991). Lower levels of  
empathy have been associated with disorders such 
as Asperger syndrome and autism (Baron-Cohen 
& Wheelright, 2004; Baron-Cohen, 2011). Thus, 

empathy plays a vital role in an individual’s life, 
as it allows the individual to interact effectively in 
social situations.
 Empathy is thought to be a critical 
cognitive difference between men and women due 
to females scoring significantly higher on measures 
of  empathy. The existing research, however, has 
revealed mixed results regarding evidence for 
gender differences. Emotional judgment tasks such 
as “Reading the Mind in the Eyes,” which rely on 
the accurate judgment of  emotion from observing 
the eyes, indicate female superiority (Baron-
Cohen, Wheelright, Hill, Raste, & Plumb, 2001). 
Evaluation of  nonverbal data using neuroimaging 
techniques such as functional magnetic resonance 
imaging (fMRI) provides less support for gender 
differences in empathy. In their meta-analysis, 
Wager et al. (2003) did not find a significant 
difference in brain activation between men and 
women in response to emotional stimuli. The use 
of  physiological measures as indices of  empathy 
results in men and women obtaining similar scores 
(Eisenberg & Lennon, 1983). Thus, in studies that 
use neuroscientific and physiological methods, 
gender differences in empathy do not appear. These 
findings strongly suggest that previously reported 

Research has shown gender differences in a number of  cognitive domains, such as spatial ability and math 
performance. Research on gender differences in empathy has yielded inconsistent results. Studies have 
suggested the observed gender differences in empathy may arise from males’ reluctance to report empathy 
instead of  a difference in ability. The present research investigated the effect that explicitly informing 
participants about the nature of  an empathy task (empathy condition) or leading them to believe that the 
task evaluates social abilities (social abilities condition) has on performance on the Interpersonal Reactivity 
Index (IRI), a standard measure of  empathy. Participants (20 males and 20 females) completed the IRI 
and the Marlowe-Crowne Social Desirability Scale form C, which measures the tendency to respond in 
a socially desirable way. The scores of  females on the IRI were significantly higher than those of  males 
in the empathy condition, and no significant gender difference was found in the social abilities condition. 
There was no significant difference between conditions for the social desirability score. Together, the results 
suggest gender differences on self-report measures of  empathy do not arise from a difference in abilities.
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evidence of  gender differences in empathy might be 
influenced by the methods adopted in the studies.
 The most convincing evidence for gender 
differences in empathy is provided by studies using 
self-report measures to assess empathy (Rueckert, 
2011). Women score significantly higher than 
men on the Emotional Quotient (Baron-Cohen & 
Wheelright, 2004) and the Interpersonal Reactivity 
Index (Davis, 1980). Culture and socialization play 
an important role in the development of  empathy 
(Baron-Cohen, 2005) and thus may explain the 
discrepancy in findings reporting gender differences 
in empathy. Eisenberg and Lennon (1983) suggested 
biases in self-report measures could influence the 
observed gender differences. The differences may 
because men may be reluctant to report empathic 
experiences due to social expectations. When a 
measure is thought to assess empathy, it may prompt 
responses influenced by an individual’s identification 
with gender stereotypes (Michalska et al., 2013). 
One of  the most prevalent stereotypes in society is 
that women are more caring, people-oriented and 
empathetic than men (Rueckert, 2011). Therefore, 
it is possible that when a measure is thought to 
assess empathy, women feel they must respond more 
empathically, whereas men feel they must respond 
less empathically in order to conform to gender roles.
 In studies using self-report measures of  
empathy, gender differences are found to increase 
between childhood and early adulthood (Mestre 
et al., 2009; Michalska et al., 2013). However, no 
significant gender difference in brain activation 
related to empathy has been found with increasing 
age (Eisenberg & Lennon, 1983). These findings 
lend more support to the role of  culture and 
socialization in the observed gender differences 
in empathy. Previous research has suggested that 
knowledge of  stereotypes in areas of  personality 
traits and achievement increases in adolescence 
(Signorella, Bigler, & Liben, 1993 in Berk, 2006). 
Increased awareness of  stereotypes may lead to 
the observed increase in gender differences on 
self-report measures of  empathy. The role of  
gender stereotypes on other cognitive abilities has 
been evaluated. Dar-Nimrod and Heine (2006) 
found that telling participants that there are no 

gender differences or that gender differences arise 
due to differences in experience could attenuate 
gender differences in math performance. Moe 
(2009) investigated whether positive beliefs and 
explanations can influence performance on the 
mental rotation task, at which males are thought 
to be superior. It was found that leading women 
to believe that females perform better than males 
improved their performance on the task. Thus, 
changing the information given to participants prior 
to the task can reduce gender differences in tasks 
that are stereotypically associated with one gender.
 In their experiment, Klein and Hodges 
(2002) found women performed significantly better 
than men on a measure of  empathic accuracy 
only when participants were led to believe that 
the measure was related to empathy prior to 
completing the task. But when participants were 
paid in exchange for accuracy, leading participants 
to believe that the measure was related to empathy 
resulted in no gender differences. The authors 
suggest the gender differences observed in the 
performance of  empathic accuracy arise from 
differences in motivation to perform well. The 
findings from this study strongly suggest gender 
differences may be susceptible to test conditions and 
that the motivation to perform well and may not be 
due to a difference in ability between the genders.
 The current study aimed to investigate 
the influence of  written instructions on gender 
differences in empathy. Instructions explicitly 
indicating a measure of  empathy and instructions 
indicating a measure of  social abilities were 
presented to participants prior to completing the 
Interpersonal Reactivity Index (IRI) (Davis, 1980). 
To investigate the tendency to respond in a manner 
considered socially acceptable, a measure of  social 
desirability, Marlowe-Crowne Social Desirability 
Scale Short Form C (MC-SDS form C) (Reynolds, 
1982) was also used. Thus, if  participants have 
a tendency to present themselves in a favorable 
(or unfavorable) light, their social desirability 
scores would reflect that. If  gender differences 
in empathy are a result of  differences in ability, 
changing the information about the nature of  
the task should have no impact on the empathy 
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and social desirability scores. Based on evidence 
illuminating the impact of  gender stereotypes on 
performance on self-report measures of  empathy, 
there should be a significant difference between the 
IRI scores of  males and females in the condition in 
which participants are explicitly told their empathy 
levels are being evaluated (empathy condition). 
No gender differences in IRI scores are predicted 
when participants are told that their social abilities 
are being evaluated (social abilities condition). As 
a significant gender difference is predicted in the 
empathy condition, both males and females in this 
condition may be responding in a way that they 
believe is socially acceptable. Thus, for the MC-
SDS form C, participants in the empathy condition 
should display higher social desirability scores than 
participants in the social desirability condition.

Methods
Participants
 40 participants between 18 and 31 years of  
age (M = 21.5, SD = 2.68) were recruited through 
the University of  St Andrews Research Participation 
System (SONA). There were 20 females and 20 males.

Materials
 Participants completed the IRI (Davis, 
1980), which contained 28 questions divided 
into four subscales (7 items each) that measure 
different aspects of  empathy. Each question of  the 
IRI including reversed scoring items (items 3, 7, 
12, 13, 14, 15, 18, and 19) was assigned a score 
between 0 and 4. The total score for each subscale 
within the questionnaire and the overall scores for 
each participant were calculated. The Empathic 
Concern (EC) subscale measures an individual’s 
tendency to experience concern for others. 
The Fantasy Scale (FS) subscale measures an 
individual’s ability to imaginatively be involved with 
fictitious characters and situations. The Personal 
Distress (PD) subscale evaluates the tendency of  
an individual to become distressed as a result of  
witnessing another individual’s distress. Finally, 
the Perspective Taking (PT) subscale evaluates 
an individual’s ability to adopt the perspective 
of  another person. Participants were required to 

respond to each item in the questionnaire on a five-
point scale ranging from 0 (does not describe me 
well) to 4 (describes me very well).
 Participants also completed the MC-SDS 
form C (Reynolds, 1982). This measure evaluates 
the tendency of  individuals to respond in ways that 
are considered desirable based on culture and social 
norms. The questionnaire contains 13 statements 
based on culturally acceptable behaviors that are 
relatively unlikely to occur (Crowne & Marlowe, 
1960). The items are to be answered with either 
“true” or “false” depending on how well the statement 
describes the individual. Each item, including the 
reversed scored items (items 1, 2, 3, 4, 6, 8, 11, and 
12), was assigned a score of  either 0 or 1. The total 
score for each participant was calculated.

Priming
 Participants were primed using the IRI. In 
the empathy condition, participants were explicitly 
told their empathy levels and reactions to emotional 
situations were being measured. In the social 
abilities condition, participants were told their 
social abilities and reactions to social situations 
were being measured. At the end of  the instruction 
sheet, each participant was required to write his or 
her age and gender, thereby making gender salient 
before completing the questionnaire.

Procedure
 Participants were randomly assigned to 
either the empathy condition or the social abilities 
condition using an assignment system that ensured 
an equal number of  males and females were in 
each condition. They were then presented with 
a description of  the IRI and instructions on how 
to complete the questionnaire. The experimenter 
returned to the room after approximately eight 
minutes and presented participants with a second 
set of  instructions on how to complete the social 
desirability scale. The experimenter returned after 
approximately four minutes, and the participants 
were given a full debrief  explaining the purpose 
of  the study including the predictions of  the study. 
They were then compensated with GBP 1.50 for 
their time.
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Statistical Analysis
 The data was checked for normality using 
SPSS. The Shapiro-Wilk normality tests revealed 
that only the data of  the females in the empathy 
condition was normally distributed (w = .790, 
p = 0.11). To ensure accurate interpretation of  
parametric tests, the variances for each group 
of  scores were calculated. This revealed that the 
analysis of  variance is likely to be valid, as the 
largest variance was less than four times the smallest 
variance (Howell, 1992) (social abilities females 
= 147.21, social abilities males = 98.44, empathy 
females = 102.5 and empathy males = 246.27).
A repeated-measures ANOVA was conducted with 
gender (male/female) and condition (empathy/
social abilities) as the between-subjects factors and 
the subscales (EC, FS, PD, PT) as the repeated 
measures factors. Where sphericity was violated, 
appropriate corrections were used. For further 
analysis of  the results, a simple effects analysis was 
conducted.
 The data obtained from the MC-SDS form 
C was checked for normality, and the Shapiro-
Wilk test revealed that the data were drawn from 
a normal distribution (w = .972, p > .05). A two-
way between-subjects ANOVA was conducted with 
gender and condition as between-subjects variables 
and the social desirability score as the dependent 
variable.

Results
Interpersonal Reactivity Index
 Mauchly’s test indicated that the assumption 
of  sphericity had been violated (x2 (5)= 25.64, 
p < .001). Therefore, degrees of  freedom were 
corrected using Greenhouse-Geisser estimates of  
sphericity (e = 0.73). Tests of  between-subjects 
effects revealed a significant effect of  gender (F (1, 
36) = 13.19, p = .001) and a significant interaction 
between gender and condition (F (1, 36) = 6.97, p= 
.013). The two-way repeated measures ANOVA 
revealed a significant main effect of  subscale 
(F(2.20, 79.29) = 15.89, p < .001). Figure 1 shows 
the mean scores of  participants on each of  the 
subscales within the IRI. However, no significant 
interaction between subscale and gender (F (2.20, 

Figure 1: Graph showing the mean for each condition in the 
IRI with standard error bars

Figure 2: Graph showing the mean scores for each condition 
on the IRI with standard error bars.

Figure 3: Graph showing the mean social desirability score 
in each condition on the MC-SDS form C with standard 
error bars.
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79.29) = 1.19, p > .05) or subscale and condition 
(F (2.20, 79.29) = 2.06, p > .05) was found. Thus, 
gender and condition did not influence the scores 
on the four subscales.
 A simple effect analysis revealed no 
significant difference in scores of  males and females 
in the social abilities condition (F (1,39) = 0.50, p > 
.05). The analysis revealed a significant difference 
between the scores of  males and females in the 
empathy condition (F (1,39) = 19.01, p < .001) with 
males scoring significantly lower than females. This 
indicates gender differences in empathy were only 
present in the empathy condition.

Social Desirability Scale
 The two-way ANOVA revealed no main 
effect of  gender (F (1,36) = 0.39, p > .05) or 
condition (F(1,36) = 0.09, p > .05). The interaction 
between gender and condition was also not 
significant (F(1,36) = 1.81, p > .05), indicating 
there was no difference in social desirability scores 
in any of  the four conditions.

Discussion
 The current study aimed to investigate 
the influence of  written instructions on gender 
differences in empathy and whether participants’ 
scores reflected a tendency to respond in a manner 
perceived to be socially acceptable. The results 
revealed that in the empathy condition, males 
scored significantly lower than females on the IRI, 
while no significant gender difference was found in 
the social abilities condition. Thus, the data support 
the hypothesis that gender differences on self-report 
measures of  empathy do not arise due to a difference 
in ability. Although significant gender differences 
have been observed in each of  the four subscales of  
the IRI, the differences on the four subscales in the 
current study were not influenced by the condition 
or gender of  the participants. This result, however, 
is consistent with previous research suggesting there 
is a variation in scores obtained on each subscale 
(Davis, 1980). In contrast to the prediction that 
participants in the empathy condition would have 
significantly higher scores on the MC-SDS form C, 
no significant difference in social desirability scores 

was found between the four conditions. Although 
the results were not significant, males in the empathy 
condition scored the highest on the MC-SDS form 
C, whereas females in the empathy condition scored 
the second highest.
 The results are consistent with previous 
findings demonstrating that when one gender is 
thought to perform better due to stereotypes, the 
information presented prior to the task can reduce 
gender differences (Moe, 2009). In the current 
study, information about the task that indicated 
that the measure evaluated empathy, a trait that is 
stereotypically thought to be feminine (Rueckert, 
2011), resulted in gender differences consistent with 
earlier studies (Davis, 1980). But when participants 
were led to believe the measure evaluated an 
ability that had no gender stereotypes associated 
with it, gender differences on the same measure 
diminished. The absence of  gender differences 
in empathy scores in the social abilities condition 
in the current study suggests a lack of  difference 
in empathic ability between genders. The lower 
scores of  males in the empathy condition compared 
to both females in the empathy condition and 
males in the social abilities condition suggest that 
when it was obvious what behavior trait was being 
evaluated, males may not have been motivated to 
perform well.
 Females in both the empathy and the social 
abilities conditions performed at almost the same 
level (slightly higher in the empathy condition). 
Males’ mean performance was significantly worse 
than that of  females in the empathy condition. In 
their experiment, Michalska et al. (2013) found that 
even though males and females did not differ in 
their hemodynamic and pupil dilation responses to 
painful stimuli, females reported being significantly 
more upset than males. With respect to the tendency 
of  participants to display themselves in a socially 
favorable way, the slightly higher social desirability 
scores of  males and females in the empathy 
condition lend further support to the role of  gender 
stereotypes in the gender differences observed 
on self-report measures of  empathy. Females in 
the empathy condition scored the highest on the 
IRI, and males in the empathy condition scored 
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the lowest on the IRI. Taken together, the results 
obtained from the MC-SDS form C and the IRI 
suggest social expectations regarding gender roles 
and gender stereotypes may lead women to report 
higher levels of  empathetic behavior and men to 
report lower levels of  empathetic behavior.
 In studies that have reported gender 
differences on self-report measures of  empathy, 
a measure of  social desirability has not been 
included (Mestre et al, 2009, Lawrence et al, 2004; 
Baron-Cohen & Wheelright, 2004; Davis, 1980). In 
this study, the MC-SDS form C was included to 
investigate the likelihood of  participants presenting 
themselves in a socially acceptable manner when 
it was obvious what behavior was being evaluated. 
However, MC-SDS form C can be used to control 
for socially desirable responses in self-report 
measures. The results illuminate the importance of  
including a measure of  social desirability as scores 
on self-report measures may be influenced by the 
tendency of  participants to present themselves in 
a way that is considered acceptable by society, and 
this may lead to incorrect interpretation of  data.
 Although the results obtained suggest gender 
differences on self-report measures of  empathy 
arise from social expectations, the current study 
had certain limitations. Due to the small sample 
size within each condition, a reliable correlation 
between IRI and MC-SDS form C scores was not 
possible. Future studies may benefit from a larger 
sample size to allow for analysis of  the relationship 
between empathy scores and socially desirable 
responses. The current study also did not consider 
demographic information about participants. It is 
possible that the tendency to report empathy may 
vary across cultures due to the variance in gender 
roles across cultures. Future studies may benefit from 
investigating whether the observed differences are 
stronger in cultures that have stronger gender role 
beliefs. Finally, previous research has found gender 
role orientation is a better predictor of  gender 
differences in empathy than gender itself  (Karniol, 
Gabay, Ochion & Harari, 1998). An inclusion of  
a gender role orientation measure such as Bem’s 
gender role orientation inventory (Karniol et al., 
1998) may be beneficial for further research. This 

would allow one to investigate whether participants 
who score higher on masculinity obtain lower 
empathy scores regardless of  instruction presented 
prior to the IRI.
 In conclusion, the findings that gender 
differences do not arise from differences in ability 
are consistent with studies using implicit measures of  
empathy (Michalska et al., 2013). The current study 
suggests gender differences in self-report measures 
of  empathy may be influenced by stereotypes and 
gender role expectations in society. It is possible that 
when the nature of  the measure is made obvious, 
individuals may be motivated to perform according 
to social expectations. Gender differences in self-
report measures of  empathy previously reported 
may arise due to a tendency of  women to over-
report empathic behavior and a tendency of  men 
to under-report it (Wager & Ochsner, 2005). The 
results suggest males and females can obtain the 
same level of  empathy scores when the stereotype 
associated with a measure is removed. The results 
from the current study have important implications 
for future studies aiming to evaluate empathy, as 
information about the measure may influence the 
way participants respond. This study challenges the 
reliability of  previously reported gender differences 
on self-report measures of  empathy and adds to a 
growing area of  literature suggesting no gender 
differences in ability in a number for cognitive 
domains (Moe, 2009; Dar-Nimrod & Heine, 2006).
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Emotions affect many aspects of  our everyday 
lives including decision making, learning, 
and perceiving the world around us. 

Previous research on emotion and memory covers 
a broad spectrum of  topics, though a common aim 
is to explain why and how certain stimuli are better 
remembered than others. A study by Rubin and 
Friendly (1986) examined the properties of  words 
that made them memorable and found that a 
word’s emotionality was one of  the best indicators 
of  whether or not the word was remembered. Later 
studies have expanded on the emotional property of  
stimuli, and have found two distinct elements that 
make up emotion: valence and arousal (Kensinger & 
Corkin, 2004). Valence is a continuous measure of  
how pleasant or unpleasant an emotion is, whereas 
arousal is a continuous measure that describes how 
calm or exciting an emotion is (Kensinger, 2004). 
For example, surprise would be described as having 
positive valence and high arousal.

 Many studies have manipulated the levels 
of  valence and arousal to better understand 
the effects of  emotion on memory. In one study, 
Bradley, Greenwald, Petry, and Lang (1992) used 
pictures with varying levels of  valence and arousal 
to examine the effects of  these dimensions on 
immediate recall tasks. They reported that valence 
and arousal predicted performance on recall equally 
well. Furthermore, pleasant and arousing pictures 
were equally more likely to be recalled during the 
short-term memory task compared to unpleasant 
and non-arousing pictures. In conjunction with 
Bradley et al. (1992), Bolls, Lang, and Potter 
(2001) tested the effects of  valence and arousal on 
short-term memory using auditory stimuli (i.e., 
radio advertisements). Arousal was found to be a 
better predictor of  memory than valence, but the 
interaction between valence and arousal was more 
significant. When the level of  arousal was kept 
constant across different levels of  valence, negative 

Emotion plays an important role in facilitating memory for particular stimuli; however, it is unclear how 
this is done. Previous studies have looked at valence and arousal, the two dimensions commonly used 
to describe emotion, and their independent effects on short term memory. However, there are many 
contradictory findings in the literature. We hoped to gain a better understanding of  the effects of  valence 
and arousal by examining the interaction of  these two dimensions on word recall. Participants listened 
to classical music that had varying levels of  valence and arousal and were shown lists of  words they had 
to memorize and later recall. We found an interaction between the levels of  valence and arousal within 
music: participants in the positive valence-high arousal music condition remembered more words than 
participants in the other three music conditions. These results suggest that it is best to listen to happy 
music, or other positively valenced and arousing music, when studying or performing other cognitive tasks.
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messages were better remembered, but when 
arousal was high for positive messages, positive 
messages were better remembered.
 Although there is a great amount of  literature 
supporting the influence of  emotional stimuli on 
memory, some research indicates that music with 
varying levels of  valence and arousal have no effect 
on short-term memory. Jancke and Sandmann 
(2010) systematically manipulated the tempo and 
consonance of  one original song to capture the 
different levels of  valence and arousal, and had 
participants listen to one of  the four variations while 
studying a series of  non-words. They reported that 
performance on the verbal recognition memory task 
for these non-words did not vary with the different 
music conditions. In their discussion, they suggest 
that the lack of  effect of  music on verbal learning 
may be attributed to their use of  one single song 
rather than multiple songs.
 Most research has shown that varying the 
levels of  valence and arousal differentially affects 
memory; however, there are inconsistent findings 
related to music. Our study aimed to reconcile 
these conflicting findings by incorporating multiple 
concepts into our design. We utilized both auditory 
and visual stimuli (i.e., music and lists of  words) to 
examine how music with different levels of  valence 
and arousal can affect the encoding of  words 
and whether emotional words are remembered 
more easily than neutral words. Rather than 
manipulating one song as was done in Jancke and 
Sandmann (2010), we chose four different songs 
that were unfamiliar to participants and varied in 
valence and arousal ratings.
 In alignment with past studies (Bradley 
et al., 1992; Bolls et al., 2001), we predicted that 
arousing songs, rather than non-arousing songs, 
would lead to improved performance on the 
short-term memory task, regardless of  valence. 
Moreover, we believed participants in the positive 
valence-high arousal music condition would 
perform the best on word recall, and participants in 
the negative valence-low arousal music condition 
would perform the worst. Finally, it was predicted 
that emotional words would be remembered more 
than neutral words.

Method
Design and participants
 The present study was a 2 [valence of  music: 
positive and negative] x 2 [arousal of  music: high 
and low] x 3 [valence of  words: neutral, positive, and 
negative] mixed factorial design. Psychology 111B 
students and friends of  the principal investigators 
were recruited for this experiment. All participants 
were undergraduate students at the University of  
California, San Diego. For the pilot study, there 
were seven participants (four females and three 
males) between the ages of  21 and 23. For the 
actual experiment, there were 34 participants (17 
females and 17 males) between the ages of  17 and 
25. All participants were required to have Internet 
access, headphones, and normal or corrected to 
normal vision and hearing.

Materials
 The pilot study took place online, 
through Qualtrics. Participants were required to 
have Internet access, a computer, and a pair of  
headphones to listen to 25 classical songs that played 
for one minute each. Participants used 7-point 
Likert scales to rate the valence and arousal of  the 
songs. On the valence scale, 1 corresponded to 
“most unpleasant,” while 7 corresponded to “most 
pleasant.” On the arousal scale, 1 corresponded 
to “most calm,” while 7 corresponded to “most 
arousing.” Participants were also asked to use one 
of  the six universal emotions (happiness, sadness, 
anger, surprise, disgust, and fear) to best describe 
the song they just listened to. After each song, 
participants were asked if  they had heard the song 
before taking the survey.
 After data were gathered for all seven 
participants, averages were taken for each music 
clip in order to find the best songs that represented 
the four music conditions: positive valence-high 
arousal, positive valence-low arousal, negative 
valence-high arousal, and negative valence-low 
arousal. Negative valence and low arousal were 
defined as having averages of  2.5 or below. Positive 
valence and high arousal were defined as having 
averages of  5.5 or above. We verified the valence and 
arousal ratings with the emotions participants used 
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to describe the songs. For example, songs that were 
categorized as positive valence-high arousal were 
expected to be described as “happy” or “surprise,” 
whereas songs that were categorized as negative 
valence-high arousal were expected to be described 
as “fear” or “angry.” We analyzed the music ratings 
and found two songs that fit the criteria for the 
positive valence-high arousal and positive valence-
low arousal music conditions. We did not find any 
songs that perfectly fit the criteria for negative 
valence-high arousal or negative valence-low 
arousal, so we chose two songs with lowest ratings 
on the valence scale for the negative valence music 
conditions. To account for the low and high levels of  
arousal for these negative valenced songs, we looked 
at the emotional descriptions participants chose for 
these songs. We found that nearly all participants 
described the negative valence-low arousal song as 
“sad,” and the negative valence-high arousal song 
as “fear.” Although these two songs did not fit into 
our original criteria, a majority of  participants used 
emotions that fall within the dimensions of  the 
negative valence-low arousal and negative valence-
high arousal music conditions to describe the songs. 
We analyzed participants’ responses on the survey 
and chose songs that all seven participants had never 
heard of  before participating in the pilot study.1

 For the actual experiment, we compiled a 
list of  positive, negative, and neutral words using 
the Affective Norms for English Words (Bradley & 
Lang, 1999). Words with average ratings between 1 
and 3 on the valence dimension were categorized 
as negative and words with average ratings between 
7 and 9 on the valence dimension were categorized 
as positive. The positive and negative words also 
had average ratings between 4 and 6 on the arousal 
dimension. Words with averages between 4 and 6 
on both dimensions of  valence and arousal were 
categorized as neutral. We used Python software to 
code a function to randomly generate 12 different 
lists that included 15 words each: five positive 
words, five negative words, and five neutral words. 
No words were repeated. We used four songs 
from the pilot study that best represented the 
four combinations of  valence and arousal for this 
experiment.

 The experiment also took place online 
through Qualtrics. In an attempt to control for the 
effects of  different volumes among the participants, 
we asked participants to adjust their volume to a 
relative rating of  4. They listened to a random 
music clip for 10 seconds, and were shown a 7-point 
Likert scale which ranged from the following: 
almost silent, quiet, a little quiet, just right, a little 
loud, loud, maximum. Participants were instructed 
to adjust their volume to “just right,” which 
corresponded with the number 4 on the scale.

Procedure
 Participants signed a consent form and then 
filled out demographic information that included 
name, age, gender, and fluency in English. We 
made sure participants had normal or corrected to 
normal vision and hearing before they could begin 
the experiment. After the demographic questions, 
participants were instructed to put on their 
headphones and proceeded to volume control. 
They were randomly assigned to one of  the four 
music conditions: positive valence-high arousal (n 
= 10), positive valence-low arousal (n = 7), negative 
valence-high arousal (n = 7), and negative valence-
low arousal (n = 10). In order to obtain a baseline 
of  memory for each participant, all participants 
went through a block without listening to music 
while shown the lists of  words. The silence block 
was also to ensure that playing music during study 
time would not distract participants and decrease 
recall. The silence and music blocks occurred in 
random order for each participant, and each block 
contained six trials.
 For each trial in the silence block, 
participants were instructed to focus on a blank 
page shown on the screen for 40 seconds. Afterward, 
participants were shown a list that contained 15 
words (five positive, five negative, and five neutral 
words in randomized order), and were instructed to 
memorize as many as they could. The list appeared 
in the center of  the screen. The list was presented for 
30 seconds. When the list disappeared, participants 
were asked to recall and type out as many words 
as they could remember in any order. Participants 
were given 30 seconds to type out the words. When 
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the 30 seconds were over, participants were given 
60 seconds to solve two simple addition problems 
as a distractor task. Participants completed six total 
trials in the silence block, and each trial contained 
a different set of  15 words.
 Participants listened to the same song 
during the six trials of  the music block. Each trial 
began with music playing for 40 seconds before 
participants were shown a list of  words. During 
these 40 seconds, a blank page was presented on 
the screen. Afterward, participants were shown 
the list and had 30 seconds to memorize the words 
while the song continued to play in the background. 
After the 30 seconds were up, the music stopped 
and participants were asked to recall and type out 
as many words as they could remember, in any 
order. Participants were given 30 seconds to type 
out the words. Two simple addition problems were 
presented after the recall task. Participants had up 
to 60 seconds to solve these problems. The six lists 
used in the silence block and the six lists used in 
the music block were different. No words or math 
problems were repeated.
 After participants finished the experiment, 
they were asked to rate the song to which they 
listened. They rated the songs according to how 
unpleasant or pleasant and calm or arousing the 
song made them feel using 7-point Likert scales. 
Finally, participants were also asked to describe 
the song using one of  the six universal emotions in 
order to verify the song ratings from the pilot study.

Results
 The mean numbers of  recalled words for 
each condition are shown in Table 1. A matched 
pairs t-test did not yield a significant difference in 

percentage of  recalled words between silence and 
music blocks, t(27) = 1.51, p = 0.143 (Figure 1). We 
also separated the distributions of  the percentages 
of  words recalled by music condition and used the 
outlier box plot to identify statistical outliers. We 
found two outliers in the negative valence-high 
arousal music condition and excluded them from 
further analyses. One participant had a very low 
average ratio of  recalled words of  0.167, while the 
other had a high average ratio of  0.711. After these 
two data points were excluded (and the six data points 
from the t-tests were un-excluded), a two between-
subject factors with one repeated factor ANOVA was 
used to analyze the effects music valence and arousal 
on the percentage and type of  words recalled. There 
was no main effect of  music valence, F(1, 84) = 
3.01, p = 0.087 (Figure 2a), and no main effect of  
music arousal, F(1, 84) = 0.44, p = 0.511 (Figure 2b) 
on the percentage of  words recalled. There were 
no differences in the percentage of  recalled words 
among the three types of  words (positive, negative, 
and neutral), F(2, 84) = 0.29, p = 0.751 (Figure 3a). 
In addition, a Least Squares Means contrast showed 
that emotional words (positive and negative) and 
neutral words were not remembered differently, F(1, 
84) = 0.26, p = 0.614 (Figure 3b). The ANOVA did 
yield a statistically significant interaction (see Figure 
4) between valence and arousal in music such that 
those in the positive valence-high arousal condition 
remembered the most number of  words, F(1, 84) = 
4.16, p = 0.45.

Discussion
This study addressed the question of  why certain 
stimuli are better remembered than others. In past 
research, it has been shown that people remember 

Music Condition     M   SD   n
Silence      37.67   16.76   34
Positive Valence-High Arousal  48.63   15.73   10
Positive Valence-Low Arousal   39   9.78   7
negative Valence-High Arousal  37.29   14.41   7
Negative Valence-Low Arousal  35.71   7.54   10

Table 1. Contrast of  Words Recalled by Music Condition 
Note: M = mean number of  words recalled; SD = standard deviation; n = number of  participants in that condition. All participants had a silence 
condition and were randomly assigned to one of  the other four music conditions. 
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emotional stimuli better than neutral stimuli (Brown 
& Kulik, 1977 Rubin & Friendly, 1986). Furthermore, 
arousing stimuli are better remembered than non-
arousing stimuli; however, the findings on the effect 
of  valence on memory have been contradictory 
(Bradley et al., 1992; Newhagen & Reeves, 1992). In 
an attempt to resolve these inconsistent findings Bolls 
et al. (2001) studied the interaction between valence 
and arousal. They found that negatively valenced 
stimuli were better remembered when the level of  
arousal was not taken into consideration. However, 
they found that participants remembered positively 
valenced stimuli more when the level of  arousal was 
considered. Their study showed that stimuli with 
positive valence-high arousal were remembered the 
most. There have also been studies on the effects 
with music during verbal learning. For example, 
Jancke and Sandmann (2010) manipulated the 
valence and arousal levels of  one song. They found 
that were no significant differences in performance 
on a verbal recognition memory task between the 
music conditions.
 In contrast to Jancke and Sandmann 
(2010), we found a significant difference between 

Figure 1. Bar graph showing the comparisons of  mean words recalled in silence and music blocks. The word ratios were 
calculated by comparing the number of  words (positive, negative, and overall) each participant recalled to the total number 
of  words (positive, negative, and overall) shown to each participant. For positive words, “music” refers to positively valenced 
music. For negative words, “music” refers to negatively valenced music. For total words, “music” refers to both positively and 
negatively valenced music. No significant differences, which suggests that adding music did not distract participants.

Figure 2a. Mean ratio of  words recalled calculated across 
both levels of  music valence, ignoring music arousal. The 
ratios were calculated by comparing the number of  words 
recalled to the total number of  words shown. No significant 
differences.
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music conditions on short-term memory, and more 
importantly, an interaction between music valence 
and arousal. We found that when music arousal was 
low, there were no differences in the percentage of  
words recalled between positively and negatively 
valenced music. However, when music arousal was 
high, there was a significant difference between 
positively and negatively valenced music. Our 
results partly confirm our hypotheses and replicate 
the findings of  Bolls, Lang, and Potter (2001): 
participants in the positive valence-high arousal 
music condition performed the best on word 
recall, while participants in the negative valence-
high arousal music condition performed the worst. 
These results indicate that it is best to listen to 
happy music, or other positively valenced-high 
arousing music, when studying and to stay clear 
of  negatively valenced-high arousing music. It 
could be that emotions with negative valence-high 
arousal invoke a sense of  anxiety and stress, thereby 
decreasing performance on cognitive tasks. This 
study can have important implications for students 
who like to listen to music when studying.
 Although we found a significant interaction 
between music valence and arousal, we did not 
find any independent effects of  music valence 
and arousal on word recall. Participants in the 
positively valenced and negatively valenced music 
conditions (ignoring arousal) did not differ in their 
performance on word recall. Contrary to our 
predictions, participants in the low arousing and 
high arousing music conditions (ignoring valence) 
did not differ in their performance on word recall. 
The types of  words recalled did not vary as a 
function of  silence or music.
 In contrast to previous studies, we did not 
find that emotional words were better remembered 
than neutral words. Furthermore, the three types 
of  words (positive, negative, neutral) were not 
remembered differently. Perhaps we are more likely 
to remember emotional stimuli than neutral stimuli 
when it is beneficial to us. For example, in the 
context of  previous studies, participants were asked 
about significant life events or shown threatening 
pictures of  weapons and mutilated bodies. (Brown 
& Kulik, 1977; Lane, Chua, & Dolan, 1999). In this 

Figure 2b. Mean ratio of  words recalled calculated across 
both levels of  music arousal, ignoring music valence. The 
ratios were calculated by comparing the number of  words 
recalled to the total number of  words shown. No significant 
differences.

Figure 3a. Mean ratio of  words recalled calculated across all 
levels of  word valence. No significant differences.  

Figure 3b. Mean ratio of  words recalled calculated for 
emotional (positive + negative) and neutral words. No 
significant differences.  
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experimental context, however, participants had 
to remember as many words as they could, and 
therefore, may have made an effort to remember 
all the words presented to them equally.
 There were many confounds in our study 
that potentially limited our results. For example, 
we were required to carry out our experiment 
on Qualtrics because of  our time constraint and 
limited resources. Qualtrics did not allow us to 
make all possible randomizations in our study 
design, such as the presentation of  the words 
in each list. Another limitation with an online 
experimental design is the lack of  control on a 
participant’s study environment. This certainly 
can affect a participant’s performance on the 
memory task. Although we instructed participants 
to complete the experiment in an environment 
free of  distraction, there is no guarantee of  their 
compliance. Even though we chose our words from 
a standardized source (Bradley & Lang, 1999), 
we did not control for how frequently each word 
is used and appears in the English language. It 
could be that more frequently used words are 
more accessible in one’s mind and therefore better 
remembered than words that are not commonly 
used in everyday conversation. Furthermore, two 
of  the four music clips (i.e., negative valence-low 
arousal and negative valence-high arousal) did not 
meet the rating criteria. Although all participants 
from the pilot study used the same emotion word 
to describe these two songs, the music clips may not 
have represented their respective emotions to all 
participants since everyone differs in their opinions 
and criteria for music. Given that everyone has 
different opinions about music, future studies 
can examine people’s musical preferences to see 
whether their musical preferences facilitate learning 
more than positively valenced-high arousing music. 
Moreover, there was a trend for participants in the 
positively valenced music condition (ignoring music 
arousal) to recall more words. Perhaps this trend 
will become more evident if  the study is repeated 
with longer musical clips and a larger sample size.
Our results show it is important to examine both 
dimensions of  valence and arousal simultaneously 
in order to obtain a clearer understanding of  how 

emotion affects memory. Some past studies have 
only looked at one level of  a single dimension (i.e., 
positive stimuli vs. neutral stimuli) or one single 
dimension (i.e., main effect of  valence); however, 
the interaction between valence and arousal is 
critical to understanding the complex relationship 
between emotion and memory.
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Footnotes
1 The four songs used in this experiment were: 
Johannes Brahms’s Hungarian Dance No. 5 
(positive valence-high arousal), Mussorgsky’s Night 
on Bald Mountain (negative valence-high arousal), 
Georges Bizet’s Carmen Suite No. 1 - Intermezzo 
(positive valence-low arousal), and Dvorak’s New 
World (negative valence-low arousal). 
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In 1970, Dr. Jeffrey Gray proposed a 
psychophysiological theory of  anxiety and 
impulsivity as resulting from punishment and 

reward mechanisms (Gray, 1970). This theory has 
since been extended into a model of  personality 
referred to as the Reinforcement Sensitivity Theory 
(RST; Gray, 1970). RST involves three neurological 
systems thought to underlie emotional behavior: the 
Behavioral Inhibition System (BIS), the Behavioral 
Approach System (BAS), and the Fight or Flight 
System (FFS; Gray, 1987). Individual differences 
in sensitivities of  BIS and BAS have been posited 
to underlie stable differences in individuals’ unique 
patterns of  responding to cues of  punishment and 
reward in their environment.
 BIS is thought to underlie trait anxiety. It 
activates in response to novelty, threat, punishment, 
and frustrative non-reward (i.e., the omission of  
anticipated reward). BIS is thus thought to regulate 
aversive motivation by inhibiting ongoing behavior 
that may lead to negative or painful outcomes and 
increase arousal and attention to environmental 
stimuli (Carver & White, 1994; Takahashi et 
al., 2007). BIS is also related to negative affect, 
including fear, anxiety, frustration, and sadness, as 
these feelings may be experienced as part of  the 
response to aversive stimuli (Carver & White, 1994). 
BIS has been shown to correlate highly with risk-
avoidance (Lorian & Grisham, 2010), neuroticism, 

and the processing of  unpleasant information 
(Gomez, Gomez, & Cooper, 2002).
 Individuals with higher BIS sensitivity 
might be more attentive to the presence of  
uncertainty and sources of  potential punishments 
in the environment. In response to such stimuli, 
they may be more likely to inhibit behavior, waiting 
until there is more information and certainty in 
outcomes before taking action. When a punishment 
is received, they may experience more negative 
affect. On the other hand, individuals with lower 
BIS sensitivity might be less attentive to sources of  
punishment in the environment and, as a result, 
may exhibit more risk-taking behavior due to the 
lack of  attention to negative outcomes. Individuals 
who score low on BIS are less likely to experience 
negative affect in response to negative outcomes.
 BAS, on the other hand, relates to 
impulsivity, or a proclivity to engage in goal-directed 
behavior (Carver & White, 1994). BAS activation is 
thought to regulate responses to reward and non-
punishment by motivating goal-directed activity 
and increasing arousal. BAS is further related to 
the experience of  positive affect, including feelings 
of  hope, elation, and happiness, especially in 
response to rewards (Carver & White, 1994). BAS 
has been linked to positive affect, extraversion, and 
the processing of  pleasant information (Gomez et 
al., 2002).

Individual differences in sensitivities of  the Behavioral Inhibition System (BIS) and Behavioral Approach 
System (BAS) have been posited to underlie stable differences in individuals’ unique patterns of  responding 
to cues of  punishment and reward in their environment. Conceived from the outset as neurological systems, 
the BIS and BAS have repeatedly been linked to brain structure and function through magnetic resonance 
imaging and electroencephalogram studies. These significant links to biology suggest an underlying genetic 
basis for BIS and BAS. Research concerning BIS/BAS in twin pairs as well as BIS/BAS associations with 
COMT, DRD2, DRD3, DRD4, and 5-HTTLPR genes is reviewed in hopes of  elucidating genetic factors 
underlying personality and psychopathology.

University of  Minnesota
SASHA SOMMERFELDT

genetiCs Of behaviOral inhibitiOn and apprOaCh systems:
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 Individuals with higher BAS sensitivity are 
thought to be more attentive to sources of  reward 
in the environment and, in response to cues of  
reward, feel excitement and motivation to pursue 
the reward, activating behavior to take the steps 
necessary to obtain it. When a reward is obtained, 
individuals with high BAS may experience more 
positive feelings. Individuals with lower BAS 
sensitivity may be less perceptive of  sources of  
reward in the environment. They might experience 
less drive and motivation to take steps toward 
obtaining rewards and may be less likely to feel 
positive affect when rewards are received.
 To assess varying levels of  BIS and BAS 
sensitivity, Carver and White (1994) developed a 
standardized self-report questionnaire: the BIS/
BAS Scales. While traits such as introversion, 
extraversion, impulsivity, fearfulness, and constraint 
that are measured through assessments such as 
Eynsenck’s Personality Inventory, the Toddler 
Temperament Scale, and Cloninger’s Temperament 
and Character Inventory are related to BIS and 
BAS, the BIS/BAS Scales specifically measure BIS 
and BAS (Eynsenck & Eynsenck, 1968; Rickman & 
Davidson, 1994; Fullard, McDevitt, & Caret, 1984; 
Matheny, 1989; Cloninger, Svrakic, & Przybeck, 
1993; Reuter & Hennig, 2005). Items on the BIS/
BAS Scales ask how people would respond to 
certain events on a 4-point Likert scale with anchors 
of  “extremely true of  me” to “not at all true of  me” 
(Carver & White, 1994). Items pertaining to the BIS 
refer to potentially punishing stimuli. BAS includes 
three subscales: Drive (concerning the persistent 
pursuit of  desired goals), Fun Seeking (focusing 
on the desire for new rewards and willingness to 
approach a potentially rewarding event on the 
spur of  the moment), and Reward Responsiveness 
(concerning positive responses to the occurrence or 
anticipation of  rewards).
 Well-balanced BIS and BAS result in 
adaptive behavior, with decisions and actions 
appropriately guided by the cues of  the 
environment. Yet extreme sensitivity or insensitivity 
of  either BIS or BAS is maladaptive and linked 
to psychopathology (Bijttebier, Beck, Claes, & 
Vandereycken, 2009; Johnson, Turner, & Iwata, 
2003). High BIS is associated with anxiety and 

depression (Campbell-Sills, Liverant, & Brown, 
2004; McFarland, Shankman, Tenke, Bruder, & 
Klein, 2006; Vervoort et al., 2010), while strong 
BAS is linked to mania (Urošević, Abramson, 
Harmon-Jones, & Alloy, 2008; Meyer, Johnson, & 
Winters, 2001), hyperactive-impulsive symptoms 
of  ADHD (Hundt, Kimbrel, Mitchell, Nelson-
Gray, 2008), and substance abuse (Hundt, Kimbrel, 
Mitchell, Nelson-Gray, 2008; Franken, Muris, 
Georgieva, 2006; Krmpotich et al., 2013). Inversely, 
extremely low BAS is associated with anhedonia 
(Franken, Rassin, & Muris, 2007), the loss of  
interest or pleasure in usual activities sometimes 
exhibited in depression, and low BIS is linked to 
psychopathy (Newman, MacCoon, Vaughn, & 
Sadeh, 2005). Investigating BIS and BAS thus 
helps elucidate mechanisms of  psychopathology. 
Furthermore, while the study of  psychopathology 
through syndromes has its benefits, more discrete 
constructs, such as BIS and BAS, may be better 
suited to investigations of  the biological substrates 
of  maladaptive behavior.

Neurological Correlates
 From the outset, BIS and BAS were conceived 
as neurological systems. Gray’s Reinforcement 
Sensitivity Theory posited that dopaminergic 
pathways in the limbic circuits make up the BAS, 
whereas the BIS is comprised of  a set of  circuits 
involving the hippocampus, subiculum, septum, 
and related structures (Gray, 1987). While BAS is 
more closely associated with dopamine, it has been 
theorized that BIS is associated with noradrenergic 
and serotonergic neurotransmitter systems in 
the brain (Gray & McNaughton, 2000). Modern 
technologies such as magnetic resonance imaging 
(MRI) and electroencephalography (EEG) provide 
opportunities to study the structure and function of  
the brain in relation to BIS and BAS. Because BIS 
and BAS are stable personality traits, there should 
be some relation between brain structure, as well 
as brain resting-state activity, and BIS and BAS. 
In addition, because BIS and BAS are sensitive to 
cues of  reward and punishment, there should also 
be associations between trait measurements of  BIS 
and BAS and brain activation in the context of  
behavioral tasks.
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Structure
 Several structural MRI studies have shown 
associations between BIS and BAS and regional brain 
volumes. Cherbuin et al. (2008) analyzed hippocampal 
and amygdalar volumes in relation to BIS and BAS. 
They found no association between the amygdala 
and either BIS or BAS; however, they did find a 
positive association between BIS and hippocampal 
volume as well as a weak positive association between 
BAS Reward Responsivity and hippocampal 
volume. Barrós-Loscertales et al. (2006a) found an 
association between sensitivity to punishment, a 
component of  BIS measured by the Sensitivity to 
Rewards and Punishments Questionnaire (SPSRQ; 
Torrubia, Ávila, Moltó, & Caseras, 2001), and 
larger hippocampal and amygdalar gray matter 
volumes. Whereas Barrós-Loscertales et al. (2006b) 
demonstrated an association between sensitivity to 
reward (a measure of  BAS; Torrubia et al., 2001), 
and reduced gray matter volume in the bilateral 
caudate and putamen, left globus pallidus, and right 
superior frontal cortex. Fuentes, Barrós-Loscertales, 
Bustamante, Rosell, Costumero, and Ávila (2012) 
found higher BIS to be associated with reduced 
right medial orbitofrontal cortex (OFC) and bilateral 
precuneus volumes. In a longitudinal study, Urošević, 
Collins, Muetzel, Lim, and Luciana (2012) found that 
increases in sensitivity to reward across adolescent 
development were predicted by individual differences 
in nucleus accumbens (Nacc) and medial OFC 
baseline volumes. Larger Nacc volume at baseline 
predicted a more drastic increase in BAS Reward 
Responsiveness, and larger medial OFC volume at 
baseline predicted a more drastic increase in global 
BAS (Urošević et al., 2012). Additional research is 
needed to replicate these findings across genders and 
age groups. However, BIS appears to be associated 
with increased hippocampal and potentially 
increased amygdalar volumes, as well as decreased 
volumes of  the right medial OFC and bilateral 
precuneus, while BAS appears to be associated with 
reduced volumes in the bilateral caudate, putamen, 
left globus pallidus, and right superior frontal cortex, 
but increased volumes in the hippocampus, Nacc, 
and medial OFC.

Function
 While gross regional volumetric 
measurements provide a general depiction of  the 
underlying structure of  certain neural systems, 
these measurements are not directly related to 
brain function. Thus, studies of  neural activity in 
the brain provide an important perspective in the 
study of  neurological substrates of  BIS and BAS. 
Functional MRI studies analyze the blood-oxygen-
level dependent signal (BOLD) as a measure of  
brain activity, assuming there is increased blood 
flow to active brain regions (Logothetis, 2003; 
Ogawa, Menon, Kim, & Ugurbil, 1998). EEG, on 
the other hand, measures electrical activity on the 
scalp, which results from the collection of  firings 
from pyramidal neurons with axons perpendicular 
to the scalp (Kirschstein & Köhling, 2009). Both 
of  these measures can be collected in relation to 
events in behavioral tasks as well as during resting-
state, when the participant is usually instructed not 
to think about anything in particular, in order to 
get at the brain’s “default” state.
 Several event-related fMRI studies have 
linked BIS and BAS to brain activation. Hahn et 
al. (2009) found that higher reward sensitivity was 
associated with increased activation in the ventral 
striatum and OFC during reward anticipation. 
Simon et al. (2010) found a positive correlation 
between BAS and activity in the medial OFC 
during the receipt and omission of  reward, and a 
negative correlation between BIS and activation in 
the ventral striatum during the receipt of  reward, 
supporting the idea that individuals with high 
BIS sensitivity might show a blunted response to 
rewards. Beaver et al. (2006) found that BAS was 
positively correlated with activation in the ventral 
striatum, amygdala, midbrain, OFC, and ventral 
pallidum in response to pictures of  appetizing 
foods, which would be rewarding stimuli. Beaver, 
Lawrence, Passmonti, and Calder (2008) found 
that increased BAS-Drive (Carver & White, 1994) 
was associated with increased amygdala activation 
but decreased ventral anterior cingulate cortex 
(ACC) and ventral striatum activation in response 
to facial expressions of  aggression relative to sad 
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and neutral expressions. They found that BIS, 
on the other hand, was associated with increased 
activation in the dorsal ACC. Additionally, Gray 
and Braver (2002) found an association between 
higher BAS and lower working-memory related 
activation in the caudal ACC and that individuals 
with higher BAS had better working-memory 
performance. In an event-related EEG paradigm, 
Amodio, Master, Yee, and Taylor (2008) found a 
positive association between BIS and the N200 
event-related potential (ERP) on No-Go trials of  a 
Go/No-Go task. The N200 ERP has been linked 
to the ACC, thus linking BIS with increased ACC 
activity (van Veen & Carter, 2002).
 Resting-state EEG studies have reliably 
demonstrated a relationship between BAS and 
left-biased frontal activity (Sutton & Davidson, 
1997; Amodio et al., 2008; Coan & Allen, 2003; 
Harmon-Jones & Allen, 1997; Harmon-Jones & 
Allen, 1998). Somewhat less reliably, BIS has also 
been associated with right-biased asymmetrical 
activity (Sutton & Davidson, 1997). Interestingly, 
the well-established association between left-biased 
asymmetrical activity in EEG and BAS has so 
far failed to be replicated in resting-state fMRI. 
However, Berkman and Lieberman (2010) did find 
a positive relationship between BAS and greater 
left-biased activity in the dorsolateral prefrontal 
cortex (DLPFC) during approach actions in event-
related fMRI. Krmpotich et al. (2013) also found 
a positive association between BAS and BOLD 
signal fluctuation in the left DLPFC at rest, but 
this activity in the left DLPFC was not analyzed 
in relation to activity in the right hemisphere. 
Recent PET studies have supported the theory 
that asymmetrical dopamine signaling from the 
striatum underlies the asymmetrical frontal activity 
associated with BIS and BAS (Tomer et al., 2014; 
Tomer, Goldstein, Wang, Wong, & Volkow, 2008).
 BIS and BAS are associated with 
neural systems involving prefrontal, limbic, and 
striatal regions, which are heavily influenced by 
dopaminergic and serotonergic activity. These 
strong links to biology suggest an underlying genetic 
basis for BIS and BAS.

Heritability
 Studies of  monozygotic (MZ) and dizygotic 
(DZ) twins provide evidence for the heritability of  
traits. MZ twins share 100% of  their genes, while 
DZ twins share only 50% of  their genetic material—
the same percentage as any pair of  siblings. 
Thus, if  the correlation of  a trait in MZ twins is 
higher than the correlation in DZ twins, it can be 
deduced that the trait is heritable. The correlation 
between MZ twin pairs is assumed to be a result 
of  both additive genetic and shared environmental 
influences. The additive genetic effect is the sum 
of  the average effects of  the individual alleles, and 
shared environmental effects are the environmental 
influences that make twin siblings similar. In DZ 
twin pairs, the within-pair correlation is assumed 
to be due to the sum of  half  the additive genetic 
effects and shared environmental influences. 
Through model-fitting analyses, the extent that a 
disorder is heritable can be estimated.
 Matheny (1989) studied 33 MZ and 32 
DZ twin pairs at 12, 18, 24, and 30 months of  
age. The infants participated in multiple vignette 
activities designed to assess their behavior in 
various situations with and without their co-twin 
and their mother. Videotapes of  the vignettes were 
later coded for the infants’ emotional tone for each 
2-minute period. Infants also completed the Bayley 
Scales of  Infant Development, including a rating 
scale of  fearfulness of  the infant’s behavior during 
Bayley testing (Bayley, 1969). Additionally, mothers 
of  the infants completed the Toddler Temperament 
Scale, which includes items pertaining to approach 
and withdrawal in regards to specific activities and 
events at home. Emotional tone, fearfulness, and 
(lack of) approach were interpreted as measures 
of  behavioral inhibition. Matheny (1989) found 
that MZ pair correlations were significantly higher 
than DZ pair correlations for emotional tone 
and fearfulness at ages 18, 24, and 30 months, 
and for approach at ages 12, 18, and 30 months. 
This consistent pattern of  differences supports the 
hypothesis that there is a strong genetic influence 
on these aspects of  BIS across infant development 
from 12 to 30 months. Matheny (1989) also found 
MZ twin pairs shared a more similar pattern of  
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change over time than DZ twin pairs. Age-to-age 
changes in behavior were more closely synchronized 
within MZ pairs, providing evidence for a genetic 
influence on change in behavior over time. While 
the measurements employed by Matheny (1989) 
are associated with certain aspects of  BIS and 
BAS, studies of  adults may be better equipped to 
measure BIS and BAS more specifically.
 Takahashi et al. (2007) administered a 
Japanese version of  Carver and White’s (1994) BIS/
BAS Scales to a sample of  117 adult twin pairs at 
two separate time points, a little more than 2 years 
apart. MZ twin-pair correlations for BIS and BAS 
were higher than correlations for DZ twin-pairs, 
indicating a moderate genetic influence for BIS and 
BAS that accounted for approximately one-third 
of  the variance. Because different genes may be 
influential at different time points (Plomin, 1986), 
the study employed a longitudinal design to assess 
changes in genetic influence on BIS and BAS over 
time. Takahashi et al. (2007) found that genetic 
influence did not vary across time points and that 
change in observed temperament was solely due 
to non-shared environmental influences, thus 
supporting the hypothesis that BIS and BAS are 
more genetically stable than other personality traits.
 Twin studies support the heritability of  
BIS and BAS. However, twin studies are not 
well disposed to illustrate the specific biological 
mechanisms underlying heritable traits. Candidate 
gene studies provide more detailed information 
about the specific biological mechanisms that may 
underlie the heritability and biological foundations 
of  BIS and BAS.

Genes related to BIS and BAS
COMT
 COMT Val158Met is a coding variant 
encoding the catechol-O-methyltransferase 
enzyme, which metabolizes dopamine and other 
catecholamines by inactivating them in the synaptic 
cleft (Gogos et al., 1998). COMT contains a common 
functional single nucleotide polymorphism (SNP) 
in codon 158, resulting from a G-to-A base-pair 
substitution in the coding sequence of  the gene 
(Lachman et al., 1996). This substitution results in 

the gene coding for the production of  methionine 
instead of  valine, altering the form of  the catechol-
O-methyltransferase enzyme. The methionine 
form of  the enzyme is less thermostable than the 
valine form, and thus has 3 to 4 times lower activity 
at physiologically relevant temperatures. Met/Met 
genotypes have low catechol-O-methyltransferase 
enzyme activity, while Val/Val genotypes have high 
catechol-O-methyltransferase enzyme activity, and 
Val/Met genotypes have intermediate levels of  the 
enzyme activity.
 Since the catechol-O-methyltransferase 
enzyme catabolizes dopamine, the COMT gene 
is of  interest in relation to BIS/BAS. Reuter 
and Hennig (2005) studied extraversion and the 
COMT Val158Met polymorphism in 363 healthy 
Caucasian university students of  German ancestry. 
Extraversion was assessed by the NEO-Five Factor 
Inventory (NEO-FFI; Costa & McCrae, 1992), 
which has five scales: Extraversion, Openness to 
Experience, Conscientiousness, Agreeableness, 
and Neuroticism. Cloninger’s Temperament and 
Character Inventory (TCI; Cloninger et al., 1993) 
provided additional assessment of  traits related to 
BIS/BAS and includes measures of  novelty seeking, 
harm avoidance, reward dependence (which 
includes aspects of  both Reward Responsivity 
and Drive), and persistence. The TCI also 
includes subdimensions of  Novelty Seeking, such 
as Exploratory Excitability and Impulsiveness. 
Reuter and Hennig (2005) found that the COMT 
Val158Met polymorphism had a significant main 
effect on both Extraversion and Exploratory 
Excitability, with Val homozygous genotypes scoring 
significantly higher on Extraversion and Exploratory 
Excitability scales than heterozygous individuals, or 
individuals homozygous for Met. These findings 
support the idea that there is a genetic basis for BAS 
as the system relates to extraversion and aspects 
of  novelty seeking, however, better support comes 
from gene studies utilizing the BIS/BAS-specific 
scales designed by Carver and White (1994).

DRD2
 Reuter, Schmitz, Corr, and Hennig (2007) 
sought to clarify a number of  biological relations to 
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BIS and BAS. In addition to COMT, the researchers 
also assessed DRD2 genotype and prolactin levels 
(in a subset of  males) and employed the BIS/BAS 
Scales. Since dopamine inhibits the secretion of  
prolactin from the pituitary, prolactin concentration 
is interpreted as being inversely related to the 
concentration of  dopamine (see Ben-Jonathan & 
Hnasko, 2001). The DRD2 TaqIA polymorphism 
is correlated with the density of  dopamine D2 
receptors in the brain (Ritchie & Noble, 2003). 
Ritchie and Noble (1996) demonstrated that 
individuals with the A1 allele for DRD2 have a 30-
40% reduction in dopamine D2 receptor density 
compared to individuals homozygous for the A2 
allele. The A1A1 genotype occurs in only about 
3% of  healthy Caucasians (Noble, 2000). Thus, 
carriers of  A1, including heterozygous individuals 
(A1A2) and individuals homozygous for A1, are 
often classified as A1+, in contrast to individuals 
homozygous for the A2 allele, who are classified 
as A1-. In analyzing interactions with COMT 
genotypes, carriers of  Val (i.e., the combination of  
heterozygous individuals and those homozygous 
for Val), will be referred to as Val+, and contrasted 
to individuals homozygous for Met (Val-).
 Reuter et al. (2007) found a significant 
interaction of  COMT and DRD2 on BAS, though 
a main effect was not noted for either gene. In their 
sample of  295 German Caucasians, individuals 
with higher BAS scores were associated with A1+/
Val+ and A1-/Val- carriers, whereas low BAS was 
associated with A1+/Val-, and A1-/Val+ carriers. 
Additionally, individuals with A1-/Val- and A1+/
Val+ genotypes (which predicted higher BAS) had 
significantly lower baseline prolactin concentrations 
than individuals with A1-/Val+ and A1+/Val- 
genotypes (predicting lower BAS scores). Thus, it 
appears the combination of  alleles associated with 
low receptor density (A1+) and alleles associated 
with high catechol-O-methyltransferase enzyme 
activity (Val+), as well as the combination of  alleles 
associated with high receptor density (A1-) but low 
catechol-O-methyltransferase enzyme activity (Val-
) have higher dopamine concentrations and higher 
BAS scores than individuals with the contrasted 
genotypes (A1+/Val- and A1-/Val+). This supports 

the hypothesis that dopamine activity is associated 
with BAS (Gray, 1994; Depue, Luciana, Arbisi, 
Collins, & Leon, 1994).
 Montag et al. (2008) tested for associations 
between the DRD2 TaqIA and the COMT 
Val158Met polymorphisms, the BIS/BAS 
Scales, and a psychological measure of  emotion 
processing: the acoustic Affective Startle Reflex 
Modulation (ASRM) paradigm. The ASRM is a 
psychophsyiological paradigm measuring startle 
reflex that involves a set of  involuntary responses 
to sudden, intense stimuli and is measured in 
humans by the amplitude of  the eye-blink reflex. 
It has been shown that the amplitude of  the startle 
reflex is modified by the presentation of  affective 
stimuli of  differing emotional valence. Compared 
to neutral scenes, startle amplitude is potentiated 
by aversive scenes but attenuated by appetitive 
scenes (Grillon & Baas, 2003; Bradley, Codispoti, 
Cuthbert, & Lang, 2001). Additionally, differences 
in potentiated startle have been shown in individuals 
scoring low on trait measures of  sensation seeking 
and those scoring high on measures of  behavioral 
inhibition (Lissek & Powers, 2003; Hawk & 
Kowmas, 2003). Montag et al. (2008) studied 
96 healthy females of  German origin who were 
chosen from a larger genetic databank according 
to their genotype/allele pattern (COMT: Val/
Val, Val/Met, and Met/Met; DRD2: A1- and 
A1+) to form six groups of  16 participants each. 
Participants watched pictures alternating in 
valence on a computer screen, with 35 ms startle 
probes of  106 dB white noise randomly presented 
during picture presentation. Montag et al. (2008) 
demonstrated a significant influence of  the 
COMT genotype on the startle reflex in response 
to the unpleasant picture condition, in which Met/
Met genotypes had increased startle compared to 
either type of  Val allele carrying participants. BIS 
was also negatively correlated with ASRM in the 
unpleasant picture condition and in the pleasant 
picture condition. At a trend level, participants with 
high BIS more often had the Met/Met genotype 
than either of  the Val+ genotypes. Montag et al. 
(2008) found no significant associations between 
DRD2 and BIS or BAS.
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DRD3
 The dopamine D3 receptor has been shown 
to exert an inhibitory effect on locomotion in 
rodents (Svensson, Carlsson, & Waters, 1994). Mice 
with DRD3 knocked out demonstrate increased 
locomotion in novel environments (Xu et al., 1997). 
This exploratory behavior in novel environments 
can be likened to novelty seeking and BAS in 
humans, highlighting DRD3 as a candidate gene 
in the study of  BAS. A point mutation in DRD3 
sometimes results in the substitution of  a Serine by 
a Glycine (Lannfelt et al., 1992). While the in-vivo 
functional significance of  Ser versus Gly alleles is 
unclear, the receptor products of  the two alleles 
show differential binding affinity for dopamine 
(Lundstrom & Turpin, 1996).
 Henderson et al. (2000) studied associations 
of  BIS, BAS, and COMT and DRD3. Analyses 
were split into two stages in order to allow 
replication and to avoid the time and expense of  
genotyping the entire sample should there be no 
significant findings in the first set of  analyses. In 
approximately one-third of  the sample included in 
the first analyses (N=862), a significant association 
between BIS and DRD3 was found. Individuals 
with at least one Ser allele had higher BIS than 
individuals homozygous for the Gly allele. A 
relationship between BIS and DRD3 was not 
replicated in the second sample (N=1,465). In 
addition, no association between COMT and either 
BIS or BAS was demonstrated. The initial positive 
findings of  Henderson et al. (2000) are intriguing, 
and future research is warranted to determine if  
group differences between the first and second 
samples may have played a role in the disparate 
results. For example, the frequency of  other genetic 
variants may have differed between the samples. 
Additional candidate genes should be investigated 
for interactions with DRD3 or contrasting main 
effects that could obscure the effect of  DRD3.

DRD4
 The DRD4 gene is associated with the 
function of  the dopamine D4 receptor in the 
brain. Associations between novelty seeking and 
the long form (seven-repeat allele) of  the DRD4 

polymorphism have been reported (Benjamin, 
Patterson, Greenberg, Murphy, & Hamer, 1996; 
Ebstein et al. 1996). Thus DRD4 is of  interest in 
relation to BIS and BAS. Keltikangas-Järvinen 
et al. (2003) studied the relation between aspects 
of  novelty seeking and DRD4 in 150 individuals 
who scored in the top 10% or bottom 10% on 
the Novelty Seeking scale of  the TCI. While the 
researchers did not find any association between 
the different DRD4 alleles and novelty seeking 
overall, they did find significant associations 
between different DRD4 alleles and subscales of  
Novelty Seeking — in particular, the Exploratory 
Excitability and Impulsiveness scales. Keltikangas-
Järvinen et al. (2003) found scores on Exploratory 
Excitability and Impulsiveness were related to 
two of  the shorter alleles (two- and five-repeats), 
which conflicts with earlier findings of  novelty 
seeking being associated with seven-repeat DRD4 
allele (Benjamin, Patterson, Greenberg, Murphy, 
& Hamer, 1996; Ebstein et al. 1996). Future 
research may help explain these disparities by using 
multiple measures of  novelty seeking in multiple 
populations. Novelty seeking is related to BAS but 
does not encompass the full range of  behaviors 
associated with the system. There is a paucity of  
research studying associations between DRD4 and 
BIS and BAS as measured by the BIS/BAS Scales, 
which warrants future research.

5-HTTLPR
 The majority of  research into genes related 
to BIS and BAS have focused on candidate genes 
related to the dopamine system, but studies of  
genes related to serotonin are also important in this 
context, especially in relation to BIS. Whisman, 
Richardson, and Smolen (2011) studied the relation 
of  BIS and BAS to the serotonin transporter gene 
(5-HTTLPR) using three-variant genotyping in a 
sample of  211 undergraduates. Short variants of  
5-HTTLPR include 14 copies of  a 20-23 base pair 
repeat unit and are less transcriptionally efficient 
compared to the long variant, which has 16 copies 
(Lesch et al., 1996). Recent research suggests that 
a SNP within the long version is associated with 
different functional activity (Hu et al., 2005). Most 
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frequently, this SNP (rs25531) is A; however, when 
it is G, functional activity is more comparable to 
the short allele. Thus, participants with the long 
allele that contained the G rs25531 SNP were 
grouped with those who had the short allele for 
three-variant analyses and compared to those with 
the long allele that contained A at rs25531. Higher 
BIS was associated with one or two copies of  the 
alleles linked with low expression of  serotonin 
transporters (i.e., short and long-G alleles), which 
are theoretically coupled with increased serotonin 
neurotransmission.

Conclusions
 Dopamine and serotonin affect 
behavior through complex systems in the brain. 
Neurotransmission of  dopamine and serotonin is 
affected by reuptake, enzyme activity in the synaptic 
cleft, and the activity of  other neurotransmitters. In 
addition, different types of  receptors have distinct 
functions, and the density of  various receptor types 
varies throughout different brain regions (e.g., D3 
receptors are more concentrated in the ventral 
striatum; Piggott et al., 1999). Neurotransmission 
will have different effects on behavior depending on 
the area of  the brain implicated. The complexity 
of  neurotransmission underlines the importance 
of  studying multiple genes in relation to behavior, 
as interactions between the biological features that 
are coded for by different candidate genes can 
result in very different phenotypes than could be 
understood by studying single genes in isolation. 
As demonstrated by Reuter et al., (2007)’s finding 
of  an interaction between COMT and DRD2, a 
gene variant may have different associations with 
behavior depending on which variant of  another 
gene is present.
Genetics are not the only factor underlying biology, 
and experiences throughout life can significantly 
impact the structure of  the brain. Following 
the diathesis-stress model, the environment will 
differentially impact an individual’s biology 
depending upon his or her genetic makeup, which 
can make him or her predisposed to certain effects. 
Furthermore, the relationship is not 1:1; that is, an 
individual with genetic makeup A, when exposed 

to environmental stressor B, will not always have 
the outcome C, which can make the detection of  
interactions more elusive.
 Complex traits can be expected to result 
from complex interactions of  environmental 
factors with a number of  genes and their biological 
consequences. In order to understand the 
mechanisms of  human behavior, we first need valid 
and reliable measures of  discrete aspects of  behavior 
that are representative of  the underlying biological 
mechanisms. BIS and BAS are refined constructs 
that are advantaged over symptom clusters of  
psychopathology in their precision. In addition to 
good psychological measurements, interactions 
between multiple genes and environmental factors 
need to be investigated.
 Gray’s Reinforcement Sensitivity Theory 
has remained a prominent model of  personality, 
although it has evolved through the years (Gray 
1970, 1982, 1987, 1994; Gray & McNaughton, 
2000). The theory is well supported by behavioral 
research, and its integration of  biological 
mechanisms as the source of  personality provides 
a wide range of  interesting research inquiries. RST 
is relevant to a number of  disciplines, including 
psychology, psychiatry, pharmacology, genetics, and 
neuroscience. By combining methods from these 
areas of  research, the correlates between the BIS 
and BAS, genetics, neurochemistry, brain structure, 
personality, and psychopathology may be elucidated. 
This is a valuable pursuit, as RST has shown promise 
as a model of  personality and psychopathology. 
By disentangling the many interactions between 
these psychological and biological phenomena, the 
etiology of  psychopathology may be illuminated, 
and treatments based on underlying biology and 
individual genetic makeups may be advanced.
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Bullying is not only the most common type of  
school violence in the United States (Swearer 
& Doll, 2001) but also a common issue in 

other countries, such as England, Canada, Japan, 
Austria, New Zealand, France, and Finland (Smith, 
et al., 1999; Swearer & Doll, 2001; Ross, 2002). A 
representative survey conducted for the National 
Institute of  Child Health and Human Development 
(NICHHD) in the United States found that 29.9% 
American children in grades six through ten had 
been directly involved in severe and frequent bullying 
(e.g. physical attack, threat, and emotional violence) 
in the past 2 months, which included 13% as bullies, 
10.6% as victims, and 6.3% as both (Nansel et al., 
2001). These numbers do not provide a complete 
picture of  exposure to bullying because a majority 

of  schoolchildren have experience as “bystanders” 
who have witnessed aggression among peers 
without intervening to help their peers (Garbarino 
& DeLara, 2003). The research reported here 
investigated whether a person’s past experience as a 
bully, a victim of  bullying, or both affects how likely 
they are to intervene in a hypothetical bullying 
incident in the present.

Bullying Behaviors and Roles
 Bullying is a specific form of  asymmetrical 
aggression in which one or more powerful 
individuals repeatedly and intentionally cause 
pain, psychological stress, and harm to a weaker 
individual (Olweus, 1993). Bullying is a subtype 
of  aggressive behavior, which Salmivalli (2010) 
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classifies into three categories: physical bullying, 
which includes hitting, pushing, and kicking; verbal 
bullying, which includes name-calling and teasing; 
and relational bullying (also called indirect bullying), 
which includes spreading rumors, ignoring peers, 
and withdrawing friendship (Crick & Grotpeter, 
1995; Duffy & Nesdale, 2009; Olweus, 1993).
 Bullying is also described as violence 
in a group context (Sutton and Smith, 1999). 
Salmivalli and colleagues (1996) identified six roles 
that children take on during a bullying incident: 
bully (or ringleader bully), assistant of  the bully, 
reinforcer of  the bully, victim, defender of  the 
victim, and outsider. The ringleader bully initiates 
the bullying. The assistant bully is also active in the 
bullying process as a follower of   the ringleader. The 
reinforcer supports bullying by laughing, cheering, 
and providing an appreciative “audience” for the 
bully. A defender supports, comforts and may 
protect the victim to discourage the bully from 
continuing. The outsider does nothing. However, 
the mere presence of  outsiders during a bullying 
episode plays a distinct role (Salmivalli, 2010) 
because outsiders may enable bullying situations to 
continue by not taking action during the event.

Defenders or Outsiders
 Challenging the bully’s power by siding with 
the victim can alter both the severity of  bullying and 
lessen its impact on victims. Research conducted 
among 573 sixth-grade children indicated that when 
defenders acted on behalf  of  the victim, the bullying 
situation was diffused quickly in comparison to 
situations with no defenders (Salmivalli, Lagerspetz, 
Björkqvist, Österman, & Kaukiainen, 1996). 
Standing up for a victim may also have positive effects 
on the victim’s adjustment, which improves when 
the victim has defenders. For example, victims with 
support exhibited less internalizing disorders than 
victims without. In a study of  children in grades 3 
to 5 (Sainio, Veenstra, Huitsing, & Salmivalli, 2011), 
victims whose classmates defended them were less 
anxious, less depressed, and more confident than 
victims without defenders.
 Unfortunately, children witnessing bullying 
rarely take action during a bullying episode 

(Whitney & Smith, 1993; Saimivalli, Lappaiainen, 
& Lagerspetz, 1998). Salmivalli’s (2010) review 
mentions how students often report intentions to 
defend a victim in a hypothetical situation but fail to 
defend the victim in real incidents. In one study with 
Australian middle school-aged children, a video 
depicting bullying in the presence of  bystanders was 
viewed by 200 late primary (mean age 11.5) and 
early secondary (mean age 13.5) school students. 
Questionnaires were employed to assess student 
attitudes towards victims. Over 43% of  students 
indicated that they would certainly or probably 
intervene and approximately 23% indicated that 
they certainly or probably would not. A significant 
but small correlation of  0.1 (p < 0.05) between the 
social desirability measure and reported intention 
to support the victim suggests a minor influence 
on the tendency to report good intentions. The 
authors propose that in a real bullying situation, 
unanticipated contingencies might discourage 
children with good intentions from intervening.

Outsiders and Bystander Inaction
 Why don’t outsiders intervene more often? 
Salmivalli (2010) suggests that this inaction is due 
to outsiders perceiving other children’s reactions 
during a bullying episode and following along. As 
bullying incidents tend to have multiple witnesses, 
the likelihood of  intervening might be reduced by 
the classical “bystander effect” (Latané & Darley, 
1969): helping is less likely when many individuals 
are witnessing a potentially dangerous or harmful 
situation. This might be due to the diffusion of  
responsibility, which occurs when people do not 
feel personally responsible and fail to act, perhaps 
hoping someone else will intervene instead. In such 
situations, bystanders must take four steps before 
intervening: (1) the bystander must notice something 
is going on; (2) the bystander must interpret the 
event as problematic; (3) the bystander must accept 
responsibility to assist the person in need (rather 
than waiting for someone else to do so); and (4) the 
bystander must decide how he or she is going to 
help (Latané & Darley, 1969).
 The bystander can fail to act because 
of  problems at each of  the four listed steps.  We 
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analyzed data from a study (Hetrick, 2012) in 
which group members were informed of  a vicious 
rumor being spread about one of  their group 
members.  This ensured that participants noticed 
that something clearly problematic was happening 
(steps one and two of  the four identified by Latané 
and Darley). The study focused attention instead 
on steps three and four: accepting responsibility 
and deciding what action to take.

Current Research and Hypothesis
 For the purpose of  this study, we define an 
outsider as someone who witnesses bullying without 
taking action. If  a group member decides to take 
action and defend their fellow group member, 
they shift to a defender role. Group members 
who fail to act remain outsiders and leave their 
fellow group member to fend for himself/herself. 
Fear of  becoming the next victim may discourage 
outsiders from intervening, especially if  they have 
past experience as victims and are traumatized. 
However, counter-forces such as sympathy for 
the victim and social norms regarding people’s 
obligation to help each other may encourage 
outsiders to act (Latané & Darley, 1969). The 
current research study examines whether the 
past experience of  individuals as a bully, a victim 
of  bullying, or both influences their reaction to a 
bullying incident in the present. We hypothesized 
that people who were victims of  bullying in the past 
would be more likely to intervene than those who 
had not been victimized.

Methods
Participants
 This study used an existing data set that 
was collected from one hundred twenty individuals 
(50 Males, 70 Females) (Hetrick, 2012). The mean 
age was 19 years old, (SD=1) with a range of  18 
to 29. Of  the participants, 78% were Caucasian, 
15% were Asian, and the remaining 7% distributed 
across other races.  118  were undergraduate 
students and 2 were graduate students.  Participants 
were recruited from the University of  Oregon’s 
psychology subject pool, via flyers posted around 
the university campus. Participants received either 

credit for an introduction to psychology class or 
$15 for their time. To be eligible for the study, 
participants had to be a member of  a pre-existing 
group. Potential participants were asked to recruit 
two other members of  their pre-existing group 
to participate in the study with them. The larger 
groups included sports teams (N=21), religious 
organizations (N=9), Greek societies (N=48), 
and miscellaneous student groups (N=42; e.g. 
freshman interest groups, Hong Kong student 
association). The average length of  membership 
was 16 months, (SD=17) with a median of  12 
months. Membership length was skewed due to the 
wide range of  responses (1 to 114 months). The 
gender composition of  the 40 three-person groups 
that participated was 12 all male, 17 all female, 3 
majority male, and 8 majority female.

Procedures and Measures
 After giving informed consent, participants 
read a scenario in which someone shared a vicious 
rumor about a member of  their current campus 
group. Gender specific names for the aggressor and 
target in the scenario were matched to the gender 
makeup of  the participating group (i.e. members 
of  all-female or majority female groups received 
a female scenario,and  members of  all-male or 
majority male group received a male scenario). 
After reading the scenario, participants answered 
questions about whether they would intervene 
by contacting the aggressor, the victim, or both. 
They then completed a questionnaire that assessed 
their past experience with physical and relational 
aggression. Participants chose from five response 
options for each of  12 questions ranged from 0 
(never happened) to 4 (happened a lot). Aggressor 
experience and victim experience subscales 
included six items each: spread rumor, ignore 
peers, exclude peer group, withdraw friendship, 
threat with violence, and physical attack. Four 
about relational aggression and two about physical 
aggression. See the Appendix for the full scenario 
and the past experience questionnaire.
 Two types of  aggression experiences were 
measured: experience as a victim and as an aggressor. 
The items for both categories were adapted to better 
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fit the population of  our study from the Social and 
Physical Aggression Personal Experience Interview 
(SPAPE), originally for children and adolescents 
who had been targets of  aggression (Paquette & 
Underwood, 1999). Participants were asked to rate 
how often an event (e.g., “Gossip and rumors were 
spread about you”) happened to them on a scale of  
0 (never happened) to 4 (happened a lot); Cronbach 
alpha = .70 (n = 6), and how often they instigated 
an event on a scale of  0 (never) to 4 (frequently), 
for example, “You spread gossip and rumors about 
others”; Cronbach alpha = .60 (n = 6).
 Participants’ responses about intervening 
in the bullying scenario were classified into four 
categories: contact neither, contact aggressor only, 
contact victim only, and contact both.

Results
Past Experience with Bullying and 
Victimization
 Almost all the participants had some kind of  
bullying behavior as aggressor and victim. Overall, 

118/120 (98%) students reported at least one past 
instance of  bullying behavior, and 119/120 (99%) 
reported at least one instance of  past victimization. 
The relational bullying scores are higher than the 
physical bullying scores and some types of  behavior 
were reported more commonly than others. The 
percentages and means for individual items are 
shown in Table 1.
 At the item level, the percentages of  
involvement in bullying and victimization are 
similar for the most common items. For the bullying 
behaviors, spreading rumors about others (84.2%) 
and ignoring peers (80%) were the most common 
types. Likewise, the two most common types of  
victimization were having rumors spread about 
them (89.2%) and being ignored by peers (81.7%). 
For other items, much more victimization than 
bullying perpetration was reported (see Figure 1).
The study also examined the relationship between 
gender and bullying types. We ran an ANOVA 
analysis looking at gender differences for the four 
different subscales and found that males and females 
reported similar rates of  bullying and victimization 
experience, with an exception that males (M = 
1.135, SD = 0.592) were significantly higher on 
relational aggression than females (M = 0.832, SD 
= 0.505), F (1, 119) = 9.087, p = 0.003 (see Figure 
2). No significant differences were observed for the 
other three subscales, all F < 1.
 Descriptive statistics and correlations for 
bullying and victimization experience are reported 
in Table 2. The internal consistency (Cronbach’s 

Table 1. Prevalence of  Involvement by Bullying Assessment Item

     Bully    Victim
Forms  Items   Total % M (SD)  Total %  M (SD)
Relational Spread rumor  84.2  1.29 (0.854) 89.2  1.71 (1.048)
  Ingore peers  80   1.19 (0.901) 81.7  1.51 (1.123) 
  Exclude peer group  63.3  0.87 (0.829) 74.2  1.43 (1.164)
  Withdraw friendship 38.3  0.48  (0.71) 61.7  1.02 (0.996)
  Overall  66.45  0.958 (0.561) 76.7  1.415 (0.8) 

Physical Threat with violence 23.3  0.34 (0.728) 35.8  0.53 (0.83)
  Physical attack  14.4  0.18 (0.479) 24.1  0.31 (0.605)
  Overall  18.85  0.258 (0.538) 29.95  0.417 (0.646)

Figure 1. Experience with Specific Bullying Activities
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alpha) of  the past experience questionnaire items 
was moderately high (alpha = 0.75; 12 items). The 
correlations among subscales indicated a bully/
victim pattern in the sample, especially for the 
relational subscales, r (118) = 0.404, p < 0.01. 
A principal component factor analysis of  the 12 
raw items was conducted to investigate the bully/
victim pattern. The four factors extracted were (1) 
general bully/victim, (2) physical bully/victim, (3) 
bully not victim, and (4) relational bully. Items for 
all four factors that loaded at 0.40 or above are 
shown in Table 3.

Choices about Intervention
 Over half  the participants (56.67%) said 
they would intervene by contacting both victim 
and aggressor. About 20% chose to contact only 
the current victim, whereas 12.5% said they would 
contact only the aggressor. Only 10.83% of  the 

participants said they would not intervene at all (see 
Table 4).
 Our study tested whether individuals with 
past experiences as a bully, a victim of  bullying, or 
both would be more likely to intervene when they 
witness bullying in the present. We ran four one-way 
ANOVAs examining if  past experience of  bullying 
(i.e., physical aggressor, relational aggressor, physical 

1. Relational victim experience  ___ 
2. Physical victim experience   .258**  ___     
3. Relational aggressor experience  .404**  .208*  ___   
4. Physical aggressor experience  .086  .250**  .161  ___

      1  2  3  4

Table 2. Correlations between Bullying and Victimization
Note. N = 120. **p < 0.01 level. *p < 0.05 level

Figure 2. Mean of  Past Experience
Note. ** Significantly different, p < 0.01.

Gossip spread about you  0.601
Withdraw friendship   0.602
Excluded from peer group  0.549      -0.570
Ignored by peers   0.627  -0.452    -0.427
Threatened with physical violence 0.538    -0.615
Physically attacked   0.465  0.535  -0.461
Spread gossip about others        0.614
Withdraw your friendship        0.572 
Exclude others from group  0.638    0.542
Ignore other    0.684
Threaten other with violence    0.685
You physically hurt other    0.693

     G B/V  P B/V  BnV  RB
     Factors

Table 3. Factor Loadings: for 12 Raw Items in Bullying
Note. G B/V = General Bully/Victim. P P/V = Physical Bully/Victim. BnV = Bully not Victim. RB = Relational Bully. Scores below 0.40 
were excluded.
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victim, and relational victim) was associated with 
current behaviors of  contacting (i.e., contact neither, 
victim only, aggressor only, and contact both). We 
found that nothing was significant, p > 0.1 for all 
tests. The pattern of  means was actually opposite that 
predicted for three of  four past experience subscales 
(see Table 4). For relational victim, relational 
aggressor, and physical aggressor, the highest past 
experience scores were for contact neither. For 
physical victim, the highest past experience scores 
were for contact the victim only.
 Multinomial logistic regressions were 
performed to investigate whether the four past 
experience factors from the factor analysis predicted 
intervention. The past experience variables were 
continuous and the current contacting behaviors 
were categorical. The logistic regression compared 
those who contacted neither with those who 
intervened in some way (victim only, aggressor 
only, or both) and found that only one of  the 
four regressions was significant, indicating that 
participants who chose not to take any action 
tended to score higher on a “bully not victim” factor 
(with higher scores on aggression and lower scores 

for victimization) than those who intervened, (M = 
0.563, SD = 0.043), B = -0.770, Wald (1) = 4.58, p 
= 0.032. This suggests that “pure” bullies are less 
likely to intervene than those who score low on this 
factor. General bully/victim experience regression 
was close to significant, (M = 0.483), p = 0.064, 
showing that participants who have experience 
both as a bully and a victim in the past are less likely 
to intervene. The other two regressions (physical 
bully/victim and relational bully) provided no 
significant evidence of  association between the two 
past experience factors and current intervention 
(see Table 5).

Discussion
Main Findings and Alternative Explanations
 The hypothesis that past victimization 
experience would increase the likelihood of  
intervening was not supported. In fact, some 
indications of  past experience decreased the 
likelihood of  intervening. Participants who did 
not intervene at all had higher past experience on 
three of  the four subscales. This may be due to 
the fear of  becoming the next victim. Garbarino 

Mean

Total   120 (100) 1.4146  0.4167  0.9583  0.2583
Table 4. Past Experience Scores with Intervention Choices

     Relational Phyical  Relational Physical
Contact Action n (%)  Victim  Victim  Aggressor Aggressor
     Experience Experience Experience Experience

Contact Neither 13 (10.83)  1.6731  0.3846  1.2692  0.3846
Aggressor Only 15 (12.50) 1.65  0.2333  0.9167  0.1
Victim Only  24 (20.00) 1.4375  0.4792  0.8437  0.3125
Contact Both  68 (56.67) 1.3051  0.4412  0.9485  0.25

   Contact Neither Aggressor Only Victim Only Contact Both
1. G B/V  0.4837   -0.0222  -0.0288 -0.0774
2. P B/V  -0.1054  -0.4108  0.1216  0.0679
3. BnV   0.5635*  -0.9895  -0.22293 -0.0072
4. RB   0.5635*  -0.9895  -0.22293 -0.0072

Table 5. Intervention Choices with Past Experience Factors
Note. G B/V = General Bully/Victim Experience. P P/V = Physical Bully/Victim Experience. BnV = Bully not Victim. RB = Relational Bully. 
* p < 0.05 level.
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and DeLara (2002) mentioned in their book that 
most students at school watch the bullying of  their 
peers with a sense of  helplessness, frozen in fear 
and guilt, but do nothing to help, because they 
do not want to be the next target.  This fear and 
guilt may be especially acute for those who have 
been traumatized. In other words, victimization 
may encourage people to choose the outsider role 
instead of  becoming a defender.
 Furthermore, some common personality 
characteristics found for victims might make 
them less likely to intervene. Craig (1998) found 
that victims are usually very shy, quiet, lonely, 
sensitive, and have lower levels of  self-esteem. 
These characteristics may both predispose them 
to victimization compared to more confident and 
extroverted individuals and also indicate a relative 
lack social skills and inclination to intervene when 
others are victimized. A study conducted by 
McClure and Shirataki (1989) identified victims as 
having an anxious personality pattern combined 
with poor social communication and problem 
solving skills. Compared with non-victimized peers, 
victims are more withdrawn, depressed, worried, 
and fearful of  new situations (Kumpulainen et 
al., 1998). Unfortunately, we were unable to test 
personality characteristics as a separate predictor of  
intervention because we did not collect personality 
data on our participants.
 Over 95% of  participants reported some 
past experience with bullying behaviors as both 
aggressor and victim. This does not necessary mean 
that they were both bully and victim in the past. 
Actually, most participants scored quite low on 
the past experience scale. For example, spreading 
rumors and ignoring peers were the most common 
behaviors for both victim and aggressor, but these 
behaviors still happened only once or twice in the 
past for the majority of  students. This falls well 
short of  Olweus’s (1993) requirement that bullies 
repeatedly “cause pain, stress, and harm to a 
weaker individual.”

Limitations and Future Research
 One limitation already mentioned is that 
we failed to measure personality characteristics 

that might make people hesitant to intervene. For 
example, people who are shy and quiet may not have 
the skills needed for effective intervention, whether 
or not they were bullied in the past. Measuring 
personality factors in our future research would 
help us to investigate this alternative explanation.
Moreover, college students may not be an ideal 
group to investigate past bullying experience in our 
study, because children with lots of  experience as 
victims and/or bullies may be less likely to go to 
college. Reid (1983) mentioned that both victims 
and bullies may have problems related to school, 
such as poor attendance, running away from home, 
and even committing suicide (Prewitt, 1988). 
Since our study has limited variance in bullying 
experience and scores were very low for almost all 
participants, we may consider including data from 
other populations in our future research, such as 
high school students.

Conclusions
 In talking informally to high school 
teachers, educational researchers, and parents of  
middle school kids, I discovered that they were 
not surprised by the results because they did not 
think the hypothesis would be supported. Some of  
them believed that school intervention programs 
were making the situation much better than before. 
Several people even thought that the lower physical 
bullying scores in the study were due to the efficacy 
of  school prevention programs.
School bullying is not only a problem in the United 
States but also a common issue in the world. The 
prevalence of  bullying tends to peak in early 
adolescence, and it is during that period children 
are especially vulnerable to the psychological harm 
of  bullying (Rigby, 1999). Researchers in previous 
studies have discussed much about the negative 
consequences of  school bullying. Few have studied 
how the past bullying experiences of  students might 
affect their responses to a bullying incident when 
they are older. The results of  this research indicate 
that straightforward predictions about the impact 
of  past experience as a victim are complicated by 
the fact that many victims also have experience 
acting as bullies.
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Note-taking is one of  the most common 
activities in the learning process and many 
studies have demonstrated the benefits of  

note-taking for learning (e.g., Di Vesta & Gray, 1972; 
Kiewra & DuBois, 1991). Although the primary 
benefit of  note-taking is generally considered to be its 
external storage function, evidence suggests that the 
initial act of  recording notes also benefits learning 
(Kiewra & DuBois, 1991; Peper & Mayer, 1978). 
One reason for the latter benefit is that when students 
record notes in class, they must actively engage with 
the material in order to integrate, organize, and 
synthesize a spoken lecture into an abbreviated written 
form (Kiewra, 1989). These types of  generative 
activities promote meaningful learning even without 
reviewing the notes (Ausubel, 1968; Wittrock, 1974).
 To test these benefits, Peper and Mayer 
(1978, 1986) showed participants a videotaped 
lecture on computer programming, statistics, or 
automobile mechanics, during which half  the 
participants took notes and half  did not. Note-

takers performed better than non-note-takers on 
tests of  problem solving transfer, while non-note-
takers performed better than note-takers on more 
detailed, technical questions. In addition, note-
takers were more likely to include information 
from other parts of  the lecture in their responses 
to a particular question. These results suggest that 
note-takers are more likely to focus on higher-order 
relationships in a lesson, while non-note-takers are 
more likely to focus on the details.
 In addition to the type of  test used 
to measure learning, another variable worth 
investigating is working memory capacity (WMC), 
which is a measure of  the amount of  information 
that an individual can actively hold in the mind and 
manipulate. Note-taking during a lecture requires 
the learner to select and record key points while 
simultaneously comprehending new information, 
placing significant demands on his or her WMC 
(Kobayashi, 2005; Piolat, Olive & Kellogg, 2005). 
Thus, despite the potential benefits of  generative 

Modern technology gives students many study options, including using audio podcasts during study sessions. 
Although students often take notes during lectures, taking notes during a subsequent study session—rather 
than during initial learning—may be more beneficial. This is not only because the burden of  hurriedly taking 
notes in class can cause students to miss key ideas during lectures, but also because students may organize the 
material more effectively (Mayer, 2005). This experiment utilized a between-groups design, with timing of  
note-taking manipulated between groups. Undergraduates first viewed a multimedia science lesson, followed 
by studying with an audio podcast of  the same lesson. Participants took notes during either the initial lecture or 
during the study session. Our results show that students who take notes during a subsequent audio podcasted 
version of  lecture recall more idea units than those students who take notes during lecture. These results have 
the potential to demonstrate how students’ study strategies should be altered at different points in the learning 
process and suggest how available technology can be used to optimize learning.
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note-taking, students with low working memory 
capacity may be at a disadvantage if  the cognitive 
processing required to integrate and organize the 
information exceeds their ability to perform those 
functions. In previous studies concerning note-
taking, learners only had the opportunity to hear 
the lecture one time. However, the relatively new 
educational practice of  podcasting allows students 
to listen to a lecture multiple times, which may help 
overcome any potential disadvantage of  low WMC.
 An audio podcast is an audio recording that 
has been converted into an instantly streamable online 
version. Podcasts in the realm of  education are usually 
accessible only to class participants, and they are 
most commonly live recordings of  lecture material. 
Podcasting is a relatively recent phenomenon, with the 
first audio feeds appearing in July 2003. By mid-2005, 
there were approximately 10,000 different podcasts 
available on a wide range of  topics (Hew, 2009).
 From the learner’s perspective, the main 
advantages of  podcasting are the simplicity and 
convenience that it offers. While lectures are given 
within a constrained time period and location, 
learners can listen to podcasts at their own pace 
and in a location of  their choice (Hew, 2009). 
Additionally, podcasting may function as an 
external storage device—rather than relying only 
on the notes they take in class, students have the 
option of  replaying the exact narrative of  a lecture.
 Since the phenomenon of  podcasting is 
relatively new, research on the topic is scarce. Much 
of  the work that does exist demonstrates how to 
create effective podcasts (e.g., Geoghegan & Klass, 
2005; and Jham, Duraes, Strassler & Sensi, 2008), 
but research on how students should be utilizing this 
new technology is severely lacking. One exception 
examined the learning outcomes associated with 
podcasting and found that most students who use 
podcasts think they are helpful, but podcasts actually 
have little advantage over a written transcript of  the 
lecture. From a practical standpoint, however, full 
transcripts of  lectures are unlikely to be provided in 
most classes. The process of  transcribing a lecture 
would be time-consuming, and students may be 
less likely to read through pages of  transcripts than 
listen to an audio recording.

 To fully understand the role of  podcasting 
in the learning process, it should be assessed in 
conjunction with other typical study activities, 
such as note-taking. Some students may choose to 
take notes during the initial lecture, and some may 
choose simply to listen during the initial lecture and 
then take notes while studying with a podcast. It is 
possible that the timing of  note-taking influences 
the effectiveness of  the generative activities thought 
to occur while students record notes.

The Current Study
 The current study explores how note-taking 
during different encoding opportunities could affect 
learning. Participants experienced two study sessions 
of  scientific content, resembling a student attending 
lecture then studying with a podcast of  the lecture. 
The final test included a free recall test to assess 
memory for details, as well as a transfer test to assess 
participants’ comprehension of  major concepts and 
their ability to make inferences using those concepts. 
We hypothesized that, by taking notes during only 
one study session, it may be possible for students 
to receive the problem-solving transfer benefit of  
note-taking as well as the fact-retention benefit of  
non-note-taking. Specifically, taking notes during 
only the podcast review, may allow participants to 
acquire a more broad and organized understanding 
of  the material during lecture before engaging in 
the generative processes associated with note-taking. 
Along this line of  reasoning, we predict that optimal 
timing of  note-taking (i.e., during a podcast study 
session) may combine with the generative benefits 
of  note-taking to produce greater overall learning. 
Furthermore, this benefit may be even greater for 
people with low WMC—although people with high 
working memory are linked to better performance 
on a number of  measures (Unsworth & Engle, 2007), 
shifting the timing of  note-taking to the podcast study 
session may allow low-working memory individuals 
to overcome any difficulties they usually face.

Method
Participants
 A total of  79 undergraduate students 
from the University of  California, Los Angeles 
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participated in the study. Seven participants were 
eliminated due to prior knowledge (i.e., scoring 
above a 7 on the pretest), and seven were eliminated 
due to technical errors, leaving 65 participants 
in the final analysis (45 female, average age: 
20.1 years). Participants were enrolled in various 
psychology courses and were given extra credit for 
participating in the study.

Design
 The experiment utilized a between-groups 
design, with timing of  note-taking manipulated 
between groups. Half  the subjects took notes 
during the initial lecture (lecture notes group), 
while half  took notes during the podcast review 
(podcast notes group).

Materials and Procedure
 Participants took a pre-test on the computer 
to assess their pre-existing knowledge of  astronomy. 
They were told that the test was self-paced, and 
they could leave items blank if  they did not know 
the answer.
 After completing the pre-test, participants 
put on headphones and watched a four-minute 
animated, narrated presentation on the life cycle 
of  a star. Participants in the lecture notes group 
received a blank sheet of  paper and a pen and 
were told to take as many notes as possible during 
the lecture. On the other hand, participants in the 
podcast notes group were not given paper or a pen 
and were instructed to simply pay attention and 
try to remember as much information as possible. 
Both groups were instructed to try to remember as 
much information as possible, for they would be 
tested at the end of  the experiment. After the initial 
presentation, the experimenter collected the notes 
from the lecture notes group. Then, both groups 
were given a math distractor task for five minutes.
 After the initial distractor task, both groups 
listened to the podcast version of  the lecture. They 
were told that they would be experiencing the same 
material that was covered in the first presentation; 
however, this time there would be no video. 
Participants in the lecture notes group were told that 
they would not be taking notes, and that they should 

just try to listen to best of  their ability. Participants 
in the podcast notes group were now given a blank 
sheet of  paper and a pen and were told to take as 
many notes as possible. Again, both groups were 
instructed to remember as much information as 
possible, and that the test was coming up shortly. 
After the podcast version of  material ended, the 
notes taken by participants in the podcast notes 
group were collected. Then, both groups worked 
on a different math distractor task for five minutes.
 After the second distractor task, participants 
began the final test. The first question was a free 
recall question that required participants to type 
all the information that they could remember from 
the lecture. They were informed that they would 
have 10 minutes to complete this first question, so 
they were encouraged to continue writing as much 
as possible during this entire time. After the time 
was up, the participants then continued with the 
rest of  the test, which consisted of  five transfer 
questions. Transfer questions tested information 
that was not directly stated in the material, but the 
participant should have been able to infer a correct 
answer from the presented information, thus 
demonstrating a deeper level of  understanding and 
an ability to integrate abstract concepts effectively. 
For example, one transfer question read, “Imagine 
that two clouds of  dust and gas become protostars 
of  identical mass at the same time. What could 
cause these stars to enter the red giant phase at 
different times?” One possible correct answer was 
that these two stars could have different levels of  
external gravity affecting them, which participants 
could infer from other facts presented in the lesson.
 After the final test, the participants 
completed a demographic questionnaire and a 
running span task (Broadway & Engle, 2010) to 
measure working memory capacity. The task took 
approximately five minutes, and then participants 
were debriefed and released.

Results
Scoring
 Three independent raters scored the free 
recall and transfer tests for 32 subjects. Free recall 
responses received one point for each idea unit 
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recalled, up to a possible total of  24 points. Each 
transfer question received one point for a correct 
answer, for a possible total of  5 points. Interrater 
reliability was .93; discrepancies were discussed 
among raters, and the remaining data were scored 
by one of  the original raters.
 Scores from the running span task were 
divided into two groups using a median split, 
creating a high WMC group and a low WMC 
group.

Recall
 Figure 1 presents the proportion of  
correctly recalled idea units as a function of  time 
of  note-taking and WMC. We analyzed recall 
using a 2 (time of  note-taking: lecture versus 
podcast) x 2 (WMC: high versus low) analysis of  
variance (ANOVA). As seen in Figure 1, the high 
WMC group tended to score better on the final 
recall test (M = .56, SD = .13) than the low WMC 
group (M = .43, SD = .15), F(1,61) = 16.1, MSE = 
.28, p < .01.

 In support of  our hypothesis, we also 
found a main effect of  time of  note-taking, F(1,61) 
= 7.69, MSE = .14, p = .007. The podcast notes 
group recalled more idea units (M = .54, SD = 
.15) than the lecture notes group (M = .45, SD = 
.15). Contrary to our prediction, WMC and time 
of  note-taking did not interact, F(1,61) = .488, p = 
.488.

Transfer
 Figure 2 presents the proportion of  correctly 
answered transfer questions as a function of  time of  
note-taking and WMC. A 2 (time of  note-taking: 
lecture versus podcast) x 2 (WMC: high versus low) 
analysis of  variance (ANOVA) revealed that the 
high WMC group scored better on the transfer test 
(M = .57, SD = .24) than the low WMC group (M 
= .38, SD = .26), F(1,61) = 8.65, MSE = .56, p = 
.005. However, there was no effect of  time of  note-
taking on transfer score, F(1,61) = .90, p = .35, and 
no interaction between WMC and time of  note-
taking, F(1,61) = .04, p = .84.

Figure 1. Proportion correct on the final free recall test as a function of  time of  note-taking and working memory capacity (WMC).
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Individual Differences in Note-taking 
Behavior
 Using the running span score as a continuous 
variable, correlational analyses indicated that WMC 
was positively correlated with the number of  idea 
units contained in participants’ notes, r = .40, p = 
.001, but there was only a marginal relationship 
between WMC and the number of  words present 
in the notes, r = .24, p = .06. Furthermore, students 
who wrote down more idea units in their notes 
tended to score better on the final recall test (r = .43, 
p < .001), but not the transfer test (r = .15, p = .22).

Discussion
 In the present study, we found that, 
unsurprisingly, people with high WMC performed 
better on final recall and transfer tests than people 
with low WMC (cf. Unsworth & Engle, 2007). A 
more novel finding, and one that supports our initial 
hypothesis, showed that participants who took notes 
during the podcast study session scored higher 

on a final free recall test than participants who 
took notes during the lecture study session. This 
benefit is likely a result of  the increased efficacy 
of  generative activities during a second study 
session. Specifically, because note-taking requires 
comprehension, selection of  information, and 
written production processes, performing all these 
actions simultaneously may cause cognitive overload 
(Kellogg, 2005), especially during the initial lecture. 
When students take notes with a podcast after the 
lecture, however, having processed the information 
once should lessen the cognitive demand for 
comprehension. Thus, a podcast study session 
should be a more optimal note-taking opportunity. 
Furthermore, having learned the material once 
provides a unique opportunity for the podcast notes 
group to make connections between their existing 
knowledge and what they are processing while 
taking notes and allows them to understand the 
material holistically. Therefore, these students are 
able to be more efficient note-takers and remember 
more information by utilizing the podcast session 

Figure 2. Proportion correct on the transfer test as a function of  time of  note-taking and working memory capacity (WMC).
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in such a manner. Although we initially predicted 
that people with low WMC would benefit more 
than those with high WMC from being able to take 
notes during a later study session, that was not the 
case; rather, it appears that note-taking during the 
podcast study session is equally beneficial to both 
high and low WMC groups.
 We did not find a difference in transfer scores 
as a result of  the timing of  note-taking, although the 
data are numerically in the hypothesized direction. 
It is possible that the timing of  note-taking has 
less of  an effect on inferential abilities than it does 
on factual memory. Thus, if  transfer skills receive 
the same benefit regardless of  the timing of  note-
taking, then learners may wish to take notes during 
a podcast study session in order to optimize both 
retention and transfer, especially if  both types of  
skills will be tested.

Conclusion
 Our results suggest that if  students were 
to take notes either during lecture or during a 
podcast study session, the students who took notes 
during the podcasted study session would likely 
receive higher grades on a subsequent test of  that 
material. However, many students may choose to 
take notes during both the initial lecture and the 
podcast review. Thus, a logical next step would 
be to examine the three following conditions: two 
groups that take notes both in the lecture and in 
the podcast session (one being allowed to add to 
their previous notes, and the other having to create 
two separate set of  notes for each of  the two study 
sessions), and a third group that does not take notes 
in any study session.
 We also see great potential in conducting 
experiments that manipulate the ability for 
participants to pause and rewind the presentation 
in the podcast session. This function of  podcasts is 
another reason that they are a useful note-taking 
tool. This advantage may benefit those in the 
podcast session by making them even better note-
takers, and therefore, even better test takers than 
those taking notes in the lecture session.
 This line of  research has both theoretical 
and practical implications—it provides insight on 

the cognitive processes that influence how typical 
study strategies, such as note-taking and studying 
with podcasts, interact. Furthermore, it offers 
practical suggestions for how students can improve 
their learning.
 

References
Ausubel, D. P. (1968). Educational psychology: A cognitive view. 
New York: Holt, Rinehart, & Winston.
Broadway, M. J., & Engle, R. W. (2010). Validating running 
memory span: Measurement of  working memory capacity and 
links with fluid intelligence. Behavior Research Methods, 42, 2, 563-
570. DOI: 10.3758/BRM.42.2.563.
Di Vesta, F. J., & Gray, G. S. Listening and note taking. Journal of  
Educational Psychology, 63, 8-14.
Geoghegan, M. W., & Klass, D. (2005). Podcast solutions. Apress.
Hew, K. F. (2009). Use of  audio podcast in K-12 and higher 
education: A review of  research topics and methodologies. 
Educational Technology Research and Development, 57, 3, 333-357. 
DOI: 10.1007/s11423-008-9108-3.
Jham, B. C., Duraes, G. V., Strassler, H. E., & Sensi, L. G., 
(2008). Joining the Podcast Revolution. Journal of  Dental Education, 
72, 278-281.
Kiewra, K. A. (1989). A review of  note-taking: The encoding-
storage paradigm and beyond. Educational Psychology Review, 1(2), 
147-172.
Kiewra, K. A. & DuBois, N. F. (1991). Note-taking functions and 
techniques. Journal of  Educational Psychology, 83, 2, 240-245.
Kobayashi, K. (2005). What limits the encoding effect of  note-
taking? A meta-analytic examination. Contemporary Educational 
Psychology, 30, 242-262.
Mayer, R. E. (Ed.). (2005). The Cambridge handbook of  
multimedia learning. Cambridge University Press.
Peper, R. J., & Mayer, R. E. (1978). Note taking as a generative 
activity. Journal of  Educational Psychology, 70, 4, 514-522. 
Peper, R. J., & Mayer, R. E. (1986). Generative effects of  note-
taking during science lectures. Journal of  Educational Psychology, 78, 
34-38.
Piolat, A., Olive, T., & Kellogg, R. T. (2005) Cognitive Effort 
during Note Taking. Applied Cognitive Psychology, 19, 291-312. 
DOI: 10.1002/acp.1086.
Unsworth, N., & Engle, R. W. (2007). The nature of  individual 
differences in working memory capacity: active maintenance in 
primary memory and controlled search from secondary memory. 
Psychological review, 114(1), 104.
Wittrock, M. C. (1974). Learning as a generative process. 
Educational Psychologist, 11, 87-95.


