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Whenwetalk aboutacoin toss,wethink of it asunbiased:with probabilityone-halfit comesupheads,
andwith probability one-halfit comesup tails. An ideal unbiasedcoin might not correctlymodela real
coin,whichcouldbebiasedslightly onewayor another. After all, reallife is rarelyfair.

This possibilityleadsusto aninterestingmathematicalandcomputationalquestion.Is theresomeway
wecanuseabiasedcointo efficiently simulateanunbiasedcoin?Specifically, let usstartwith thefollowing
problem:

Problem 1. Givena biasedcoin thatcomesup headswith someprobabilitygreaterthanone-halfand
lessthanone,canweuseit to simulateanunbiasedcoin toss?

A simplesolution,attributedto von Neumann,makesuseof symmetry. Let usflip thecoin twice. If it
comesupheadsfirst andtailssecond,thenwecall it a0. If it comesup tailsfirst andheadssecond,thenwe
call it a1. If thetwo flips arethesame,weflip twiceagain,andrepeattheprocessuntil wehave aunbiased
toss. If we definea roundto bea pair of flips, it is clearthatwe theprobabilityof generatinga 0 or a 1 is
thesameeachround,sowe correctlysimulateanunbiasedcoin. For convenience,we will call the0 or 1
producedby oursimulatedunbiasedcoinabit, which is theappropriatetermfor a computerscientist.

Interestinglyenough,thissolutionworksregardlessof theprobabilitythatthecoin landsheadsup,even
if thisprobabilityis unknown! Thispropertyseemshighly advantageous,aswemaynotknow thebiasof a
coinaheadof time.

Now thatwehave asimulation,let usdeterminehow efficient it is.
Problem 2. Let theprobabilitythatthecoin landsheadsup be p andtheprobabilitythatthecoin lands

tails up be q � 1 � p. On average,how many flips doesit take to generatea bit usingvon Neumann’s
method?

Let usdevelopageneralformulafor thisproblem.If eachroundtakesexactly f flips,andtheprobability
of generatinga bit eachroundis e, thentheexpectednumberof total flips t satisfiesa simpleequation.If
we succeedin thefirst round,we useexactly f flips. If we do not, thenwe have flippedthecoin f times,
andbecauseit is asthoughwe have to startover from thebeginningagain,theexpectedremainingnumber
of flips is still t. Hencet satisfies

t � ef
���

1 � e� � f
�

t ���
or, aftersimplifying

t � f 	 e�
Usingvon Neumann’s strategy, eachroundrequirestwo flips. Botha 0 anda 1 areeachgeneratedwith

probability pq, soa roundsuccessfullygeneratesa bit with probability2pq. Hencetheaveragenumberof
flips requiredto generatea bit is f 	 e � 2	 2pq � 1	 pq. For example,whenp � 2	 3, we requireonaverage
9	 2 flips.

We now know how efficient von Neumann’s initial solution is. But perhapstherearemoreefficient
solutions?First let usconsidertheproblemfor aspecificprobability p.

Problem 3. Supposeweknow thatwehaveabiasedcoin thatcomesupheadswith probabilityp � 2	 3.
Canwegenerateabit moreefficiently thanby vonNeumann’s method?
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Figure1: TheMulti-Level Strategy.

We cando betterwhenp � 2	 3 by matchingup thepossibleoutcomesa bit morecarefully. Again, let
usflip thecoin twice eachround,but now we call it a 0 if two headscomeup, while we call it a 1 if the
tossescomeupdifferent.Thenwegeneratea0 anda1 eachwith probability4	 9 eachround,insteadof the
2	 9 usingvonNeumann’s method.Plugginginto our formulafor t � f 	 e, weuse f � 2 flips perroundand
theprobabilityeof finishingeachroundis 8	 9. Hencetheaveragenumberof coinflips beforegeneratinga
bit dropsto 9	 4.

Of course,we madestronguseof thefact that p was2/3 to obtainthis solution.But now thatwe know
that moreefficient solutionsmight be possible,we can look for methodsthat work for any p. It would
beparticularlynice to have a solutionthat, like von Neumann’s method,doesnot requireus to know p in
advance.

Problem 4. Improve theefficiency of generatinga bit by consideringthefirst four biasedflips (instead
of just thefirst two).

Considera sequenceof four flips. If thefirst pair of flips areH T or T H, or the first pair of flips are
thesamebut thesecondpair areH T or T H, thenwe usevon Neumann’s method.We canimprove things,
however, by pairingup thesequencesH H T T andT T H H; if thefirst sequenceappearswecall it a0, and
if thesecondsequenceappearswe call it a 1. That is, if bothpairsof flips arethesame,but thepairsare
different,thenwe canagaindecideusingvon Neumann’s method,exceptthat weconsidertheorder of the
pairs of flips. (Notethatour formulafor theaveragenumberof flips no longerapplies,sincewe might end
in themiddleof our roundof four flips.)

Oncewe have this idea,it seemsnaturalto extendit further. A pictureherehelps–seeFigure1. Let us
call eachflip of theactualcoinaLevel 0 flip. If Level 0 flips 2 j � 1 and2 j aredifferent,thenwecanusethe
order(heads-tailsor tails-head)to obtaina bit. (This is just von Neumann’s methodagain.)If thetwo flips
arethesame,however, thenwe will think of themasproviding uswith whatwe shallcall a Level 1 flip. If
Level 1 flips 2 j � 1 and2 j aredifferent,againthis givesusa bit. But if not, we canuseit to geta Level 2
flip, andsoon. Wewill call this theMulti-Level strategy.

Problem 5a. What is the probabilitywe have not obtaineda bit after flipping a biasedcoin 2k times
usingtheMulti-Level strategy?

Problem 5b (HARD!). Whatis theprobabilitywehave notobtainedabit afterflipping abiasedcoin �
timesusingtheMulti-Level strategy??

Problem 5c (HARDEST!). How many biasedflips doesoneneedon averagebeforeobtaininga bit
usingtheMulti-Level strategy?

For the first question,note that the only way the Multi-Level strategy will not producea bit after 2k

tossesis if all theflips have beenthesame.Thishappenswith probability p2k �
q2k

.
Using this, let us now determinethe probability the Multi-Level strategy fails to producea bit in the

first � bits, where � is even. (Theprocessnever endson anoddflip!) Supposethat ��� 2k1
�

2k2
� ��� 2km,

wherek1 � k2 � ��� � km. First, theMulti-Level strategy mustlast thefirst 2k1 flips, andwe have already
determinedthe probability that this happens.Next, the processmust last the next 2k2 flips. For this to
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happen,all of thenext 2k2 flips have to bethesame,but they donothaveto bethesameasthefirst 2k1 flips.
Similarly, eachof thenext 2k3 flips have to bethesame,andsoon. Hencetheprobabilityof not generating
abit in � flips is

m

∏
i � 1

�
p2ki � q2ki ���

GiventheprobabilitythattheMulti-Level strategy requiresat least� flips, calculatingtheaveragenum-
ber of flips t2 beforethe Multi-Level strategy producesa bit still requiressomework. Let P

� ��� be the
probabilitythattheMulti-Level strategy takesexactly � flips to produceabit, andlet Q

� ��� betheprobability
thattheMulti-Level strategy takesmorethan � flips. Of course,P

� ����� 0 unless� is even,sincewe cannot
endwith anodd numberof flips! Also, for l even it is clearthanP

� ����� Q
� ��� 2��� Q

� ��� , sincethe right
handsideis just theprobabilitythattheMulti-Level strategy takes � flips. Finally, wepreviously foundthat
Q

� ����� ∏m
i � 1

�
p2ki �

q2ki � above.
Theaveragenumberof flips is, by definition,

t2 � ∑���
2� � even

P
� �������

Wechangethis into a formulawith thevaluesQ
� ��� , sincewealreadyknow how to calculatethem.

t2 � ∑���
2 � � even

P
� �������

� ∑���
2 � � even

�
Q

� ��� 2��� Q
� ������ �

Now we usea standard“telescopingsum” trick; we re-write thesumby looking at thecoefficient of each
Q

� ��� .
t2 � ∑���

2 � � even
P
� �������

� ∑���
2 � � even

�
Q

� ��� 2��� Q
� ������ �

� ∑���
0 � � even

Q
� ��� � � �

2 �!���
� 2 ∑���

0 � � even
Q

� ���
This givesanexpressionfor theaveragenumberof biasedflips we needto generatea bit. It turnsout

thissumcanbesimplifiedsomewhat,asusingtheexpressionfor Q
� ��� above wehave

2 ∑���
0 � � even

Q
� ����� 2∏

k
�

1

�
1
�

p2k �
q2k ���

Up to thispoint,wehave tried to obtainjustasinglebit usingourbiasedcoin. Instead,wemaywantto
obtainseveralbits. For example,a computerscientistmightneedacollectionof bits to applya randomized
algorithm,but theonly sourceof randomnessavailablemight bea biasedcoin. We canobtaina sequence
of bits with theMulti-Level strategy in thefollowing way: we flip thebiasedcoin a largenumberof times.
Thenwerun througheachof thelevels,producinga bit for eachheads-tailsor tails-headspair. Thisworks,
but thereis still morewecando if wearecareful.
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Figure2: The AdvancedMulti-Level Strategy. Eachsequencegeneratestwo further sequences.Bits are
generatedby applyingvonNeumann’s rule to thesequencesin somefixedorder.

Problem 6. Improve upontheMulti-Level strategy for obtainingbits from a stringof biasedcoin flips.
Hint: considerrecordingwhethereachpairof flips providesabit via vonNeumann’s methodor not.

TheMulti-Level strategy doesnottakeadvantageof wheneachlevel providesuswith abit. For example,
in the Multi-Level strategy, the sequencesH H H T andH T H H producethe samesinglebit. However,
sincethesetwo sequencesoccurwith thesameprobability, we canpair up thesetwo sequencesto provide
uswith a secondbit; if thefirst sequencecomesup, we considerthata 0, andif thesecondcomesup, we
canconsiderit a1.

To extract this extra randomness,we expandthe Multi-Level strategy to the AdvancedMulti-Level
strategy. Recall that in the Multi-Level strategy, we usedLevel 0 flips to generatea sequenceof Level 1
flips. In theAdvancedMulti-Level strategy, we determinetwo sequencesfrom Level 0. Thefirst sequence
weextractwill beLevel 1 from theMulti-Level Strategy. For thesecondsequence,whichwewill call Level
A, flip j recordswhetherflips 2 j � 1 and2 j arethesameor differentin Level 0. If theflips aredifferent,
thentheflip in Level A will betails,andotherwiseit will beheads.(SeeFigure2.) Of course,wecanrepeat
thisprocess,sofrom eachof bothLevel 1 andLevel A, wecangetwo new sequences,andsoon. To extract
asequenceof bits,wego throughall thesesequencesin afixedorderandusevonNeumann’s method.

How goodis theAdvancedMult-Level Strategy? It turnsout that it is essentiallyasgoodasyou can
possiblyget.This is somewhatdifficult to prove,but wecanprovidea roughsketchof theargument.

Let A
�
p� betheaveragenumberof bitsproducedfor eachbiasedflip, whenthecoincomesusheadswith

probability p. For convenience,we think of thsaverageover an infinite numberof flips, so that we don’t
have to worry aboutthingslike thefact that if we endon anoddflip, it cannothelpus. We first determine
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anequationthatdescribesA
�
p� .

Considera consecutive pair of flips. First, with probability2pq we getH T or T H, andhencegetout
onebit. SoonaveragevonNeumann’s trick aloneyields pqbitsperbiasedflip. Second,for every two flips,
wealwaysgetasinglecorrespondingflip for Level A. Recallthatwecall aflip onLevel A headsif thetwo
flips on Level 0 arethesameandtails if thetwo flips aredifferent.Hencefor Level A, a flip is headswith
probability p2 �

q2. This meansthatfor every two flips on Level 0, we getoneflip on Level A, with a coin
thathasa differentbias–it is headswith probability p2 �

q2. Sofor every two biasedLevel 0 flips, we get
(on average)A

�
p2 �

q2 � bits from Level A. Finally, we geta flip for Level 1 whenever thetwo flips arethe
same.Thishappenswith probability p2 �

q2. In this case,theflip at thenext level is headswith probability
p2 	 �

p2 �
q2 � . Soon averageeachtwo Level 0 flips yields

�
p2 �

q2 � Level 1 flips, wheretheLevel 1 flips
againhave adifferentbias,andthusyield A

�
p2 	 �

p2 �
q2 �� bitsonaverage.Puttingthisall togetheryields:

A
�
p�"� pq

� 1
2

A
�
p2 �

q2 � � 1
2
�
p2 �

q2 � A #
p2

p2 �
q2 $ �

Problem 7. Whatis A
�
1	 2� ?

Pluggingin yieldsA
�
1	 2��� 1	 4

�
A
�
1	 2�	 2

�
A
�
1	 2�	 4, andhenceA

�
1	 2��� 1. NotethatA

�
1	 2� is

theaveragenumberof bitsweobtainperflip whenweflip acoin thatcomesupheadswith probability1	 2.
This resultis somewhatsurprising:it saystheAdvancedMulti-Level strategy extracts(on average,asthe
numberof flips goesto infinity) 1 bit perflip of anunbiasedcoin,andthis is clearlythebestpossible!This
givessomeevidencethattheAdvancedMulti-Level strategy is doingaswell ascanbedone.

You may wish to think aboutit to convince yourself thereis no other randomnesslying aroundthat
we arenot takingadvantageof. Proving that theAdvancedMulti-Level strategy is optimal is, aswe have
said,ratherdifficult. (Seethe paper“Iterating von Neumann’s Procedure”by Yuval Peres,in TheAnnals
of Statistics, 1992,pp. 590-597.)It helpsto know theaverageratethatwe couldever hopeto extractbits
usinga biasedcoin that comesup headswith probability p andtails with probability q � 1 � p. It turns
out thecorrectansweris givenby theentropy functionH

�
p���%� plog2 p � qlog2q. (NoteH

�
1	 2�"� 1; see

Figure3.) We will not evenattemptto explain this here;mostadvancedprobabilitybooksexplain entropy
andtheentropy function. Giventheentropy function,however, we maycheckthatour recurrencefor A

�
p�

is satisfiedby A
�
p��� H

�
p� .

Problem 8. Verify thatA
�
p��� H

�
p� satisfiestherecurrenceabove.

Thisderivationitself is non-trivial! Let usplug in A
�
p�"� H

�
p� on theright handsideof therecurrence

andsimplify. First,

1
2

H
�
p2 �

q2 �&� � 1
2
�
p2 �

q2 � log2
�
p2 �

q2 ��� 1
2
�
1 � p2 � q2 � log2

�
1 � p2 � q2 �

� � 1
2
�
p2 �

q2 � log2
�
p2 �

q2 ��� pqlog2
�
2pq�

� � 1
2
�
p2 �

q2 � log2
�
p2 �

q2 ��� pq � pqlog2 p � pqlog2q '
wherewehave usedthefactthat1 � p2 � q2 � 2pq. Second,

1
2
�
p2 �

q2 � H � p2

p2 �
q2 �&� � 1

2
p2 log2

p2

p2 �
q2 � 1

2
q2 log2

q2

p2 �
q2

� � 1
2

p2 log2 p2 � 1
2

p2 log2
�
p2 �

q2 ��� 1
2

q2 log2q2 � 1
2

q2 log2
�
p2 �

q2 �
� � p2 log2 p � q2 log2q

� 1
2
�
p2 �

q2 � log2
�
p2 �

q2 �
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Figure3: A Graphof theEntropy H
�
p� vs p.

Now theright handsidesimplifiesdramatically:

pq
� 1

2
A
�
p2 �

q2 � � 1
2
�
p2 �

q2 � A � p2

p2 �
q2 �&� pq � 1

2
�
p2 �

q2 � log2
�
p2 �

q2 ��� pq � pqlog2 p � pqlog2q

� p2 log2 p � q2 log2q
� 1

2
�
p2 �

q2 � log2 p2 �
q2

� � pqlog2 p � pqlog2q � p2 log2 p � q2 log2q� � p
�
p
�

q� log2 p � q
�
p
�

q� log2q� � plog2 p � qlog2q� H
�
p�

Notice that we usedthe fact that p
�

q � 1 in the third line from the bottom. As the right handside
simplifiesto H

�
p� , thefunctionH

�
p� satisfiestherecurrencefor A

�
p� .

Wehopethis introductionto biasedcoinsleadsyouto morequestionsaboutrandomnessandhow to use
it. Now, how doyousimulateanunbiaseddiewith abiaseddie...
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