
PHYSICAL REVIEW MATERIALS 7, L013001 (2023)
Letter Editors’ Suggestion

Charge-induced phase transition in encapsulated HfTe2 nanoribbons
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Nanotube encapsulation is a powerful technique for coaxing solids into unconventional configurations. By
synthesizing materials within the interior confines of hollow nanotubes, lower dimensional morphologies,
such as one-dimensional chains or nanoribbons, are favored. We have used carbon nanotube encapsulation to
realize ultranarrow, atomically precise HfTe2 nanoribbons. A local, electron-beam-stimulated transition from the
metallic 1T phase to the previously unreported semiconducting 1H phase is observed. We study computationally
how charging can drive the phase transition and the stability of the different atomic configurations.
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I. INTRODUCTION

Reducing the size of a material to the nanoscale can
result in properties drastically different from those of the
bulk, parent material. Nanostructuring can increase the sur-
face area to volume ratio, promote the display of reactive
edge terminations, and modify the electronic structure [1–5].
For materials like the carbon-based graphene nanoribbons,
sophisticated organic chemistry enables the bottom-up syn-
thesis of atomically precise structures with desired width and
edge configuration [6]. However, for inorganic materials such
as the transition metal dichalcogenides (TMDs), the nature
of the ionocovalent bonds hinders such designer synthesis.
Nevertheless, creating lower dimensional forms of the TMDs
such as nanoribbons is of great interest, as this allows access
to band gap tuning and new edge chemistries, and facilitates
associated applications [7–10]. Several attempts have been
made to reduce the dimensionality of TMDs towards more
one-dimensional nanoribbons. Top-down techniques, where
the two-dimensional parent material is cut into strips, have
been realized through chemical unzipping techniques [11,12]
as well as with lithographic strategies employing electron [13]
or ion beams [14]. Although these strategies can yield rudi-
mentary nanoribbons, the widths of the ribbons are usually
too large to enable quantum confinement effects, and the rib-
bons typically have poorly defined edges that compromise the
electronic properties [15]. Some bottom-up techniques have
also been demonstrated via nanowire-to-nanoribbon conver-
sion [16], reaction of patterned precursors on substrates [17],
and molecular beam epitaxy [18]. Such techniques may allow
the possibility of fabricating nanoribbons in parallel, but the
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requirements of lithographic strategies or stringent ultrahigh
vacuum molecular beam epitaxy conditions diminish the scal-
ability of these techniques.

Alternatively, hollow nanotubes can be exploited as
nanoscale reaction vessels to access new low-dimensional
morphologies that would otherwise be difficult to realize
through unassisted bottom-up synthesis. As the new material
grows within the nanotube, steric hindrance imposed by the
nanotube walls limits the growth in the radial directions while
growth in the coaxial direction is uninhibited. This can drive
the synthesis towards more one-dimensional morphologies
such as chains or nanoribbons, where the lateral dimension
of the internal nanostructure is dictated by the inner diameter
of the nanotube. By preselecting nanotubes of a given inner
diameter, the lateral dimensions of the desired material can be
dialed in [19].

Nanotube encapsulation has been demonstrated for a
large number of materials, employing both carbon nan-
otubes (CNTs) and boron nitride nanotubes (BNNTs) as hosts
[20–26]. The method was first applied to the synthesis of
TMDs with the demonstration of MoS2@CNT [27]. In that
work, the CNTs were filled with aqueous precursors and an-
nealed under reducing, S-rich conditions to produce the MoS2

nanoribbons. WS2 nanoribbons have been similarly produced
[28], and more recently TaS2 nanoribbons with interesting
periodic superstructure have been created [29], but little else
has been reported. It is apparent that encapsulation of other
compositions of TMD nanoribbons beyond the group IV tran-
sition metals (Mo and W) and disulfides could yield a wealth
of interesting properties, and these materials warrant investi-
gation.

Here we report the synthesis of HfTe2 nanoribbons,
achieved via chemical vapor transport within CNTs, and
characterize the nanoribbons via high angle annular dark
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field scanning transmission electron microscopy (HAADF-
STEM). We find that stimulation from the STEM electron
beam can drive a local phase transition from the 1T phase to
the (for HfTe2) 1H polymorph. We examine theoretically the
stability and electronic structure of HfTe2 nanoribbons and
find that 1T nanoribbons are metallic while 1H nanoribbons
are semiconducting. We examine the role charging plays in
driving the structural phase transition.

II. RESULTS AND DISCUSSION

The nanoribbons are synthesized via chemical vapor
transport within multiwall carbon nanotubes similar to a pre-
viously published procedure [29]. Bright field TEM shows
the nanoribbon as well as the walls of the encapsulating nan-
otubes (Supplemental Material, Fig. S1 [30]). Nanoribbons
were observed with widths between 1.37 and 7.27 nm and
with lengths usually greater than 100 nm (Fig. S2 [30]). The
nanoribbons are usually monolayer in thickness, although for
the larger inner-diameter nanotubes, multilayer ribbons are
possible (Fig. S3 [30]). The edge-on view of the multilayered
ribbons shows the sandwich structure common to all TMDs
as well as the expected interlayer separation of ∼ 0.6 nm.
Elemental analysis via energy dispersive x-ray spectroscopy
(EDS) shows the presence of both hafnium and tellurium (Fig.
S4 [30]); the full EDS spectrum is available in the Supplemen-
tal Material (SM) [30] (Figs. S5 and S6). For mapping, custom
energy ranges are defined to construct maps of the Hf Lβ2 and
Te Lα1 transitions. These specific transitions are used to avoid
overlap of other element edges in the sample such as iodine
(transport agent) or copper (TEM grid). Experimental details
on nanoribbon synthesis as well as additional TEM images
and EDS spectra are included in the Supplemental Material
[30] (see, also, Refs. [19,25,31–40] therein).

Figure 1 presents experimental structural characterization.
The nanoribbons are imaged via HAADF-STEM, which gives
approximate Z contrast allowing resolution of the atomic lat-
tice while making the carbon nanotube nearly transparent.
Figure 1(a) presents a view of the basal plane which shows
the filled hexagonal pattern typical of the 1T phase of TMDs.
Due to the similar atomic numbers of Hf and Te, there is little
contrast between the elements, although a slight difference in
intensity can be seen between nearest neighbors. Typically,
atomic perfection is maintained along the nanoribbon edges.
As a counterexample, on the bottom edge of the nanoribbon
of Fig. 1(a), an edge defect with several missing atoms is
observed. A higher magnification image of the same ribbon
is shown in Fig. 1(c) alongside a STEM image simulation in
Fig. 1(d). Despite the experimental difficulties associated with
monolayer thickness samples and thermal vibrations, excep-
tional agreement is found between the experimental image of
Fig. 1(c) and simulation of Fig. 1(d). In Fig. 1(c) it is possible
to make out the trigonal arrangement of atoms expected from
the trigonal (1T) unit cell of HfTe2. A schematic of the 1T
structure viewed perpendicular to the basal plane is shown
in Fig. 1(g), with an inset showing the edge-on view of the
structure.

We find that, upon stimulation from the electron beam
during HAADF-STEM imaging, the HfTe2 nanoribbon can
undergo a structural phase transition from the nominal 1T

FIG. 1. STEM imaging and image simulations of the 1T and
1H phase of HfTe2@CNT. HAADF-STEM images show the basal
plane of the 1T (a) and 1H (b) phase of the same region of a
single 2 mm wide nanoribbon. The encapsulating carbon nanotube
is a four-walled tube with an inner diameter of 2.2 nm. Scale bar
[(a),(b)]: 5 nm. Higher magnification STEM images show the filled
honeycomb structure indicative of the 1T phase (c) and the empty
honeycomb structure indicative of the 1H phase (e). STEM image
simulations of each phase [(d),(f)] allow a comparison of the ob-
served structures and the calculated structures of each phase. Scale
bar [(c)–(f)]: 1 nm. Atomic models for each phase [(g),(h)] show
an ideal depiction of the basal plane and edge structure of each
phase with a width of 6 unit cells, obtained through first-principles
relaxation (see text).

phase with a “filled” hexagonal pattern to a different poly-
morph with an “unfilled” hexagonal pattern. This unfilled
pattern is the characteristic signature of the 1H phase. It
should be noted that while this is typically referred to as
the 2H phase in the literature when discussing the parent 2D
material, 1H is the proper nomenclature here since the encap-
sulated sample is a monolayer. A video of the dynamics is
provided in the Supplemental Material (Movie S1), obtained
through successive rapid acquisitions in the STEM micro-
scope [30]. Due to the lower resolution needed to capture
the movie at a higher frame rate, it is not possible to resolve
the lattice at atomic resolution, but one readily observes the
transition from the 1T to 1H phase, as well as a transition
back to the 1T phase. While the exact timescale of the tran-
sition is difficult to determine due to the complex dynamics of
the ribbon under constant electron beam exposure, based on
the frame rate of ∼ 1 Hz, the phase change is observed on the
order of 10 s.

A HAADF-STEM micrograph of the basal plane
[Fig. 1(b)] shows the unfilled hexagonal pattern typical of the
1H phase at atomic resolution. Note that the same defect on
the bottom of the ribbon is present in Fig. 1(b) as in Fig. 1(a),
which serves as a position marker (drift of the microscope has
shifted the imaging window slightly to the right. A higher
magnification image of the 1H transformed nanoribbon is
given in Fig. 1(e) alongside a STEM image simulation of the
1H phase [Fig. 1(f)]. These again show agreement between
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FIG. 2. Energetics of HfTe2 phases. Energetic comparisons be-
tween the three main phases of HfTe2. [(a)–(c)] Total energy of
the phases with respect to 1T examined as a factor of (a) number
of layers, (b) nanoribbon (NR) width, and (c) total charge. (d) For
NRs encapsulated in carbon nanotubes (CNTs), the binding energy
of each HfTe2 configuration as a function of distance between the
NR edge and the CNT inner walls.

the relative spacing and orientations of the atoms in the experi-
mental and simulated 1H images. A schematic of the structure
with an inset of the edge-on view is given in Fig. 1(h). We note
that the 2H phase has not been previously reported for the bulk
or monolayer form of HfTe2.

We now turn to a theoretical investigation of HfTe2

nanoribbons. Using first-principles calculations, we examine
the stability of the different phases, the transitions between
the phases, and the role of charging in driving the transitions.
We demonstrate that the 1T phase is metallic while the 1H
phase is semiconducting, meaning that the directed structural
phase transition is also associated with a metal-semiconductor
transition.

First, we optimize single layer HfTe2 in the 1T and 1H
phases and find that the 1H phase is 0.40 eV/HfTe2 higher in
total energy. The lattice parameters for the 1T and 1H phases
are determined as 3.95 and 3.89 Å, respectively. Combining
single layers of 1T (1H) phase in the most energetically fa-
vorable way leads to the multiple layer 1T (2H) phase. The
dependence of the energetics on the number of layers turns
out to be weak [Fig. 2(a)] and therefore is not expected to
drive the phase transition.

In principle, edge reconstructions in nanoribbons may sig-
nificantly change the energetics relevant to a phase transition.
To explore this possibility, we compute relaxed configura-
tions of HfTe2 nanoribbons with widths of 5 to 12 unit cells
(u.c.). As zigzag nanoribbons are exclusively observed in the
experiment (i.e., edges along the [100] direction), we only
simulate zigzag nanoribbons. For simplicity, we focused on
stoichiometric ribbons, where the Te:Hf ratio is 2:1. In the
case of the 1H phase, the natural choice is to terminate one
edge with Hf and the other edge with Te2 [Fig. 1(g)]. In
the case of the 1T phase, a few choices of termination are
possible, e.g., where one edge is terminated with Hf and the
other with Te2 with 2 × 1 relaxations. We find that lowest

energies are obtained when both edges are terminated with
Te1 [Fig. 1(h)]. Typical examples of these optimized NRs are
shown in Figs. 1(g) and 1(h) for 6 u.c. wide nanoribbons, and
edge relaxations are qualitatively the same for all other widths.
In Fig. 2(b), we present the energetics of NRs as a function of
width and find that the 1H phase becomes slightly more unfa-
vorable compared to the 1T phase as the NR is made narrower.
We note that our simulated edges have a remarkable resem-
blance to the edges observed in the STEM images in Fig. 1.
The lower edge in Fig. 1(a) and both edges in Fig. 1(b) match
with their theoretical counterparts in Figs. 1(g) and 1(h), as
can be verified by inspection. The upper edge in Fig. 1(a)
appears to differ from the theoretical edge in Fig. 1(g), which
indicates that that NR may not be stoichiometric. However,
for all edge constructions we studied for the 1T NRs, we
found the 1H NRs to lie at higher energies for a given width.
Therefore, we conclude that finite size effects in NRs do not
account for the observed phase transition.

As an obvious candidate for an effect that might lead the 1T
and 1H phases to be degenerate, we investigate charge transfer
(first in the absence of any external charging source, such as
a TEM electron beam), as internal charging is known to be
significant in some CNT encapsulated systems [26]. We relax
both phases in 3 × 3 supercells and add or remove integer
numbers of electrons. The resulting dependence of energy on
charge is presented in Fig. 2(c), which demonstrates that an
electron-rich environment does not stabilize the 1H phase but
removing electrons from the system does. The exact value of
added charge that makes the two phases degenerate is 0.58 |e|
per HfTe2. Hence, if encapsulation by a CNT removes elec-
trons from the NR, it may favor the experimentally observed
phase transition.

To check whether this hypothesis of electron removal
holds, we set up model HfTe2–CNT systems where armchair
CNTs are constrained to match the HfTe2 lattice constants,
and no further relaxations are performed. In this set of calcu-
lations, we use 5, 6, and 7 u.c. wide NRs and (m, m) CNTs
with m = 16, 17, 18, and 19. The optimized lattice constant
of these CNTs is 2.46 Å, which is close to 2/3 of the HfTe2

lattice constants. Therefore, we generate simulation cells with
3 u.c. of CNT and 2 u.c. of NRs, leading to 6.6% and 5.1%
tensile strains on CNTs for the 1T and 1H phases, respec-
tively. To compensate for this tensile strain in the CNT axis,
we decrease their diameters proportionally, using the Poisson
ratio of 0.2, based on previous studies [41–46]. In Fig. 2(d),
the resulting binding energies, defined as the total energy of
the CNT + NR system minus the total energies of the CNT
and NR systems separately, are presented as a function of the
distance between the CNT and the edge of the NR. Although
these values are a result of unrelaxed model calculations,
they behave as expected, becoming negative (attractive) or
positive (repulsive) based on the distance between the CNT
and the NR edge. When this distance is larger than ∼ 3.2 Å,
both phases become stable, and the 1H phase is stabilized
slightly more than the 1T phase for comparable NR-CNT
distances.

With these systems set up, we next compute the charge
transfer between the CNT and the nanoribbon. First, we de-
fine charge redistribution as �ρ(r, φ, x) = ρ(CNT + NR) −
ρ(CNT) − ρ(NR), where the �ρ is expressed in terms of
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cylindrical coordinates with x being the coordinate along the
periodic direction. In Fig. S6, we show the isosurface plots
of �ρ for 5 u.c. wide nanoribbons of both phases [30]. It
is observed in these plots that the nanoribbons lose electrons
to the CNTs, which is also the case for other structures we
inspected. To quantify the aggregate electron transfer, we plot
∫2π

0 ∫a
0 r�ρ(r, φ, x)dxdφ as a function of r (where a is the

lattice parameter) and integrate the result up to the value
of r at which the integral changes sign. For the seven most
strongly bound structures with a CNT-nanoribbon distance
between 3.2 and 4.6 Å, we find the charge transfer to be
in the range of 0.21–0.40 e per HfTe2. These values are
smaller than the 0.58 e per HfTe2 required to reach equal-
ity between the two phases, but it demonstrates that internal
charging is a significant contributor towards driving the phase
transition.

Experimentally, we observe the transition from 1T to 1H
during active HAADF-STEM imaging, where the external
STEM electron beam is locally irradiating the sample. The
“external” charging effects under such circumstances are com-
plex and difficult to quantify, but, contrary to simple intuition,
the STEM electron beam can actually positively charge the
sample [47]. Hence, internal and external charging can con-
spire to make the 1H phase energetically more favorable
[Fig. 2(c)] and this likely drives the transition.

The fact that HfTe2 nanoribbons are intrinsically charged
inside CNTs has implications for the stability and possible
phase changes of the nanoribbons, even without an external
electron beam present. To explore these implications, we con-
duct a transition state study using the nudged elastic band
(NEB) method. First, we compute the energy barrier between
the 1T and 1H phases when the phase transition occurs si-
multaneously in the whole film, for both the neutral films and
the films charged to reach degeneracy between the phases
(0.58 |e| per HfTe2). Because the NEB method requires a
fixed u.c., we use slightly modified initial and final states in
which the lattice constants are both set to 3.92 Å. We find
that internal charging reduces the energy barrier from 0.56 eV
(forward) and 0.16 eV (backward) to 0.13 eV in both direc-
tions [Fig. 3(a)]. The transition state as well as the initial and
final states are presented in Fig. 3(b) for the neutral case (the
charged case is similar). This indicates that the intrinsically
positively charged films should be more amenable for this
phase transition.

The approximation of an infinite slab simultaneously going
through a phase transition does not closely correspond to real
materials in which there are phase domains and boundaries.
To investigate a representative case for phase boundary dy-
namics, we choose the shift of a zigzag domain wall between
the two phases by one u.c. In Fig. 3(c), the transition barrier
is shown for both the neutral and charged cases: 0.36 and
0.19 eV, respectively. To construct the phase boundary, we
generate supercells with 7, 9, and 11 units of each phase along
the x direction. Keeping the coordinates of the center unit of
each domain fixed to their infinite slab values, we relax all
the remaining coordinates. The two domain walls that occur
in such a calculation are not equivalent, so it is only possible
to refer to their total energies, defined as the energy of the full
supercell calculation of size 2n minus the energies of n 1T and
n 1H unit cells.

FIG. 3. Phase transition mechanisms in HfTe2@CNT. (a) Energy
barrier for the transition path between the 1T and 1H phases for
single layer HfTe2 when all unit cells coherently go through the
transition, plotted for both the neutral case and the case where the
two phases are charged 0.58 |e| per f.u. (b) The initial, transition, and
final states for the transition in (a). (c) Energy barrier for the shift of a
zigzag domain wall by 1 u.c. for single layer HfTe2, plotted for both
the neutral case and the case where the two phases are charged 0.58
|e| per f.u. (d) The initial, transition, and final states for the transition
in (c). The band structures of (e) metallic 1T and (f) semiconducting
1H HfTe2 single layers at the PBE level, with spin-orbit interaction
included. The calculation in (f) greatly underestimates the band gap;
at the more accurate HSE06 hybrid functional calculation level, the
indirect semiconducting gap of the 1H phase is 0.7 eV (see text). The
Fermi level is set to 0 eV.

These double domain wall energies for n = 7, 9, 11 are
0.82, 0.80, and 0.79 eV, respectively. Because these values
are close and the distortions around the domain boundaries are
very localized [Fig. 3(d)], we conduct the NEB calculations
using n = 7. For the charged case, the double domain wall
energy is 0.57 eV for n = 7. Because this energy as well as
the barrier is smaller for the charged case, it is expected to
be more conducive to robust domain dynamics. The transition
state for the domain wall shift is also shown in Fig. 3(d) for
the neutral case (the charged case is similar), indicating that
the displacements remain local during such a domain wall
shift. We note that these transition barriers are an order of
magnitude larger than the thermal energy provided around
room temperature, further emphasizing the role of the electron
beam in driving the transition.

Finally, we present the band structures of the monolayer
phases in Figs. 3(e) and 3(f), where the 1T phase of HfTe2

is a metal and the 1H phase has a (greatly underestimated)
gap of 0.04 eV at the Perdew–Burke–Ernzerhof (PBE) level.
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In order to determine more accurate band gaps, we use the
HSE06 hybrid functional which has a record of success in
predicting band gaps in similar TMD systems to within 10%
error [48]. At the HSE level, the 1T phase remains a metal
but the band gap of the 1H phase increases to 0.71 eV (indi-
rect, �→M). Thus, and importantly, the charge-driven phase
transition we observe in HfTe2 nanoribbons represents not
only a structural phase transition, but a concomitant electronic
metallic to semiconducting phase transition as well.

III. CONCLUSION

In summary, chemical vapor transport and nanotube encap-
sulation have been used to synthesize HfTe2 nanoribbons. The
as-produced nanoribbons are in the (ground state) 1T metallic
1T phase, but a phase transition from 1T to the formerly
unrealized semiconducting 1H phase can be driven in situ
via electron beam stimulation. First-principles calculations
clarify the role that size effects, edge effects, and internal
and external charging play in the stability of the materials
and driving the transition while revealing the electronic band
structures. CNT encapsulation and internal charging make the
1H phase more competitive and lower the barrier to phase
transition dynamics. This work expands knowledge of how
nanotube encapsulation can be used to synthesize nanorib-
bons of unconventional TMDs, especially for the ditelluride
species. The charge-induced phase change from the 1T to
the 1H polymorph suggests technological implications where
electron beams could be used to specifically pattern local
regions of different phases within a nanoribbon, creating, for
example, tailored rectifying metal-semiconductor Schottky
heterojunctions [49].
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