The dorsal medial frontal cortex is sensitive to time on task, not response conflict or error likelihood
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A B S T R A C T

The dorsal medial frontal cortex (dMFC) is highly active during choice behavior. Though many models have been proposed to explain dMFC function, the conflict monitoring model is the most influential. It posits that dMFC is primarily involved in detecting interference between competing responses thus signaling the need for control. It accurately predicts increased neural activity and response time (RT) for incompatible (high-interference) vs. compatible (low-interference) decisions. However, it has been shown that neural activity can increase with time on task, even when no decisions are made. Thus, the greater dMFC activity on incompatible trials may stem from longer RTs rather than response conflict. This study shows that (1) the conflict monitoring model fails to predict the relationship between error likelihood and RT, and (2) the dMFC activity is not sensitive to congruency, error likelihood, or response conflict, but is monotonically related to time on task.

© 2010 Elsevier Inc. All rights reserved.

Introduction

The dorsal medial frontal cortex (dMFC), including the dorsal anterior cingulate cortex and the supplementary motor area, has been central to neural models of decision making (Mansouri et al., 2009). It has been proposed that its main role is the detection of internal response conflict during choice behavior (Botvinick et al., 1999). Though functional imaging studies have provided strong evidence in favor of conflict monitoring (Mansouri et al., 2009; Nachev et al., 2008), electrophysiology and lesion studies have been unable to provide supporting data (Ito et al., 2003; Nakamura et al., 2005). A key finding in conflict monitoring studies is that decisions involving high interference from multiple stimulus–response representations generate longer mean response latencies than decisions with low interference (Carter et al., 1998). However, recent data have suggested that the duration of a subject's decision process, or time on task, can have large effects on the size of the elicited hemodynamic response, independent of the nature of the decision (Grinband et al., 2008). Thus, it is unclear whether the activity in dMFC reflects the amount of response conflict or the longer processing time needed to choose the correct response. Our goal was to dissociate stimulus–response compatibility and error likelihood, two indicators for the presence of conflict, from response time (RT), an indicator of time on task, and thus determine if dMFC activity is consistent with predictions of the conflict monitoring model.

The conflict monitoring model proposes that response conflict is the simultaneous activation of neuronal assemblies associated with incompatible behavioral responses (Botvinick et al., 2001; Brown and Braver, 2005) and that the dMFC detects changes in response conflict which require reallocation of attentional resources (Kerns et al., 2004). Functional imaging studies using the Stroop task (Botvinick et al., 1999; Carter et al., 1998; MacLeod and MacDonald, 2000), Ericksson flanker task (Kerns et al., 2004), go/no-go task (Brown and Braver, 2005), and other tasks that require cognitive control (Nee et al., 2007) have shown that activity in the dMFC increases as a function of response conflict. Because response conflict produces a cost in terms of the speed and accuracy of decisions, mean RT and error likelihood have been used as measures of conflict intensity (Botvinick et al., 2001; Carter et al., 1998), dMFC activity correlated with these variables has been interpreted as real-time monitoring for the presence of response conflict (Botvinick et al., 2001). A related model holds that error likelihood and conflict are dissociable, and suggests that the dMFC detects interference-related changes in error likelihood (Brown and Braver, 2005). Both models propose that the detected signal is sent to other brain regions (e.g. the dorsolateral prefrontal cortex) to regulate levels of cognitive control (Brown and Braver, 2005; Kerns et al., 2004).

However, some data has been difficult to incorporate into the conflict monitoring framework. Both permanent (di Pellegrino et al.,
produce a larger BOLD response on incongruent trials: if RTs for the contrast, the dMFC may be insensitive to response conflict and error likelihood (Mansouri et al., 2009). These data present significant challenges for conflict monitoring and related models.

Alternatively, dMFC activity may be unrelated to the detection of response conflict but instead may reflect non-specific sensory, attentional, working memory, and/or motor planning processes that are present for all decisions and do not vary as a function of response conflict. In fact, neurons in the dMFC are strongly affected by spatial attention (Olson, 2003) and oculomotor control (Hayden and Platt, 2010; Schall, 1991; Stuphorn et al., 2010). Furthermore, a large percentage of these neurons show conflict-independent activity that begins at stimulus onset and terminates at the time of response execution (Ito et al., 2003; Nachev et al., 2008; Nakamura et al., 2005). Finally, imaging studies have shown that dMFC activity is common for most tasks that require attention (Wager et al., 2004) or working memory (Wager and Smith, 2003), and that it scales with RT in a wide range of conflict-free tasks (Grinband et al., 2006; Naito et al., 2000; Yarkoni et al., 2008).

The conflict monitoring model describes the dMFC as a region functionally specialized for the detection of interference between alternative responses, and thus predicts that high interference will generate greater neural activity per unit time. However, if the dMFC reflects non-specific or conflict-independent processes such as spatial attention, then neural activity should scale with time on task. Because high interference is associated with longer RTs, both interpretations predict larger BOLD responses on decisions with response conflict. However, they predict very different relationships between RT and MFC activity per unit time.

In the conflict monitoring model, the conflict detector receives input from neurons representing the mutually exclusive responses (Botvinick et al., 2001). Three variations of this model are consistent with the classic neuroimaging result suggesting dMFC involvement in conflict monitoring. In the first variant (Fig. 1A), the detector has a low firing threshold. It can detect input from a single active response neuron (congruent trials) or from multiple response neurons (incongruent trials) and will continue to fire as long as at least one response neuron is active. When detector activity is convolved with a hemodynamic response function, a monotonically increasing relationship between the BOLD signal and response duration is produced. Because activity per unit time in the detector is greater on incongruent trials, the slope of the BOLD vs. RT function is also greater. In the second variant (Fig. 1B), the detector is characterized by high activation thresholds and activity from a single response neuron (congruent trials) is unable to activate it. This results in a BOLD vs. RT function with zero slope. When both response neurons are active (incongruent trials) the detector continues to fire for the full response duration, resulting in a monotonically increasing relationship between BOLD signal and RT. A third variant of the conflict monitoring model (Fig. 1C) has high detection thresholds similar to variant 1B but with autoinhibitory connections or inhibitory feedback from other neurons that produce a refractory period on incongruent trials. This model is insensitive to firing duration of the response neurons, and is thus, a binary detector for the presence of conflict. In contrast, the dMFC may be insensitive to response conflict but still produce a larger BOLD response on incongruent trials: if RTs for the incongruent trials are, on average, longer than for the congruent trials, then the hemodynamic response will integrate the neuronal activity over a longer time-period to produce a larger response. In this case, the BOLD response will grow with RT but the BOLD vs RT functions will be identical for congruent and incongruent trials (Fig. 1D).

Results

To test these alternatives, normal subjects were scanned while performing a manual Stroop task (Stroop, 1935). In this task, subjects must name the ink color of the presented letters while ignoring the word spelled out by the letters. On congruent trials, the color of the ink matched the word (e.g. the word “red” written in red ink), whereas on incongruent trials, the color of the ink did not match the word (e.g. the word “red” written in green ink). Incongruent trials produced a state of high cognitive interference as indicated by higher mean error rates and higher median RTs across subjects (congruent error rate = 2.7%, s.d. = 2.7%; incongruent error rate = 4.8%, s.d. = 1.0%; paired t-test, p = 0.022, df = 22; congruent RT = 831 ms, s.d. = 104 ms; incongruent RT = 958 ms, s.d. = 133 ms; paired t-test, p = 2 × 10^-8, df = 22; see Fig. S1 for RT distributions).

Standard fMRI multiple regression techniques were used to replicate previous results from the conflict detection literature (Botvinick et al., 1999; Carter et al., 1998; Kerns et al., 2004) showing increased activity in dMFC during incongruent, as compared to congruent, trials (Fig. 2A). To test whether differences in RT alone would produce a similar activation pattern, congruent trials with slow RTs (greater than the median for congruent trials, mean of subgroup = 1119 ms) were compared to congruent trials with fast RTs (less than the median for congruent trials, mean of subgroup = 711 ms). Slow RT trials produced greater activity in the dMFC (Fig. 2B) even though there was no difference in congruency. Since, a lack of incompatible features may not necessarily eliminate interference, we confirmed that slow and fast congruent trials have equally low levels of conflict. This was done by measuring error likelihood, which, according to the conflict monitoring model, is proportional to conflict (Fig. S2). No significant difference in error likelihood existed between slow and fast trials (fast error: mean = 2.9%, s.d. = 3.8%; slow error: mean = 2.2%, s.d. = 2.0% paired t-test, p = 0.41, df = 22) confirming equally low conflict, independent of response duration. To further test whether the dMFC can be activated in the absence of response conflict, subjects were asked to view a flashing checkerboard and press a button when the stimulus disappeared. Since no choice decision was required and since only one response was possible, no response conflict could exist; nevertheless, activity in dMFC was proportional to time on task (Fig. S3).

These results demonstrate that response duration can affect dMFC activation, even in the absence of competing responses. But is RT a more powerful predictor of dMFC activity than response conflict? To test this, fast RT incongruent trials (less than global median, mean of subgroup = 783 ms) were compared against slow RT congruent trials (greater than global median, mean of subgroup = 1190 ms). If response conflict drives the dMFC response, more activity should exist on fast RT incongruent trials due to interference from competing responses. On the contrary, dMFC activity was greater on slow congruent than fast incongruent trials (Fig. 2C), even though error rates were higher on fast incongruent trials (fast incongruent error = 4.4%, slow congruent error = 2.2% paired t-test, p = 0.033, df = 22). Thus, dMFC activation tracks response duration, rather than the presence of incompatible stimulus–response features or increases in error likelihood.

Standard fMRI analysis methods rely on the general linear model, which makes assumptions about the intensity and duration of the underlying neuronal activity as well as the shape of the hemodynamic response function. To avoid making these assumptions, the data was
reanalyzed using event-related averaging, a model-free analysis. When all trials were considered, voxels in the dMFC showed larger BOLD responses on incongruent than congruent trials (Fig. 3A), confirming the standard regression analysis result (Fig. 2A). We then tested for a relationship between dMFC activity and conflict in the absence of RT differences by comparing BOLD responses for trials with...
RTs within 100 ms of the global median. By comparing trials near the median, the time needed to reach decision threshold is held roughly constant (mean RT of congruent trials near median = 884 ms, s.d. = 117 ms, mean RT of incongruent trials near median = 891 ms, s.d. = 114 ms, paired t-test, \( p = 0.856, \text{df} = 44 \)) and the resulting decisions vary only by the presence or absence of incompatible stimulus features. No significant differences in dMFC activity between congruent and incongruent trials were present when RT was held constant (Fig. 3B). Finally, a comparison of fast incongruent and slow congruent trials resulted in larger BOLD responses for the congruent condition (Fig. 3C; though error rates were significantly higher on fast incongruent trials – see earlier discussion). Again, BOLD activity was related to response duration, not conflict; taken together these data are inconsistent with the conflict monitoring model.

Computational models of conflict monitoring argue that both RT and error likelihood are determined by the degree of conflict in the decision (Botvinick et al., 2001; Siegle et al., 2004). The stronger the activation of the incorrect response, the greater is its interference with the correct response, leading to more errors and slower RTs. Moreover, for any given set of initialization parameters, the model produces a one-to-one relationship between the three variables (Fig. S2). Thus, the model predicts that error likelihood and RT can both be used as measures of conflict, and more importantly, that this relationship depends only on the input to the stimulus layer (i.e. the activation of the color and word units). If the three variables were not one-to-one, that is, if the relationship between error likelihood, RT, and conflict changed with context (e.g. congruency), this would provide evidence against the model.

We tested whether the relationship between error likelihood and RT remained constant (one-to-one) across conditions. This was done by splitting each subject’s RT distribution into ten equal quantiles. Error rates for congruent and incongruent trials were compared within each quantile to determine the degree of response conflict for each condition. A plot of error likelihood as a function of RT (Fig. 4A) shows that incongruent trials generate higher error rates than congruent trials across RT quantiles (paired t-test of congruent vs. incongruent quantiles, \( p = 0.033, \text{df} = 9 \)). In addition, incongruent trials have higher error likelihood than congruent trials at the majority of RT quantiles (Fig. 4B; paired t-test of congruent vs. incongruent trials within each quantile \( p = 0.05, \text{df} = 22 \)). These data demonstrate that the frequency of conflict-induced errors is not uniquely related to RT as predicted by the conflict monitoring model (Fig. S2).

An analysis of the BOLD activity in dMFC demonstrated a monotonic increase as a function of trial-to-trial RT (Fig. 4C). No significant difference between congruency conditions (paired t-test of quantiles, \( p = 0.90, \text{df} = 9 \)) was present. A comparison of congruent and incongruent trials within each quantile showed a significant difference only at a single point, consistent with a false positive rate of 0.05 (Fig. 4D paired t-test, \( p < 0.05, \text{df} = 22 \); mean difference between conditions = \(-0.0049\) equivalent to a signal change of less than \(10^{-5}\)). Furthermore, if the dMFC was a conflict detector, then dMFC activity should be proportional to the amount of conflict, as measured by error likelihood, at each RT. However, after controlling for RT, there was no relationship between BOLD activity and error likelihood: the difference in error likelihood between conditions (Fig. 4B) and the difference in BOLD activity between conditions (Fig. 4D) were not correlated (Pearson \( r = 0.04, p = 0.78 \)). To further quantify this relationship, a sequential (or hierarchical) linear regression was performed on the BOLD data in Fig. 4C. For congruent trials, RT explained 43.4% of the variance; the addition of error likelihood to the model increased this value by 4.2%, but the increase was not significant (\( p = 0.10 \)). For incongruent trials, RT explained 89.7% of the variance. The addition of error likelihood increased this value by less than \(1 \times 10^{-5}\). These data suggest that response conflict cannot explain a significant or physiologically relevant amount of variance in the dMFC activity.

The quantile analysis was repeated on a voxel-by-voxel basis to determine if any region of the dMFC showed activity consistent with the conflict monitoring model. No significant clusters were found (Fig. 5), even using an extremely lenient significance threshold of \( p = 0.01 \), uncorrected for multiple comparisons. This result indicates that the relationship between RT and dMFC activity does not depend on the exact position, shape, or extent of the region of interest tested. It is possible that methodological differences in our Stroop task may have produced brain activity that is uncharacteristic of previous studies. Voxels that showed greater activity on incongruent trials in our Stroop task were compared to those of previous Stroop (Fig. 6A) and non-Stroop (Fig. 6B) conflict studies. The position, shape, and extent of our region of interest were remarkably consistent with those of previous studies (Fig. 6C). To determine whether “conflict” voxels (from Fig. 2A) were equivalent to “RT” voxels, we performed a novel GLM analysis in which the design matrix consisted of a single RT regressor that did not differentiate between congruent and incongruent trials. The voxels identified by the Incong > Cong contrast from Fig. 2A were subsumed by those correlated with the RT-only regressor; this was also true for the majority of voxels from previous studies (Fig. 6D).

Finally, the quantile analysis was used to test whether any voxels outside the dMFC showed greater activity for incongruent than congruent trials (Fig. 7). Only the left inferior frontal gyrus, which
includes Broca's area, expressed significantly greater BOLD activity per unit time on incongruent trials. This result demonstrates that the lack of significant voxels in dMFC is not due to insufficient statistical power, but rather, to the fact that interference between alternative semantic representations of color is localized to left IFG, not dMFC.

Discussion

In conclusion, we used three different approaches, a general linear model, event-triggered averaging, and RT quantile analysis, to demonstrate that dMFC activity is correlated with time on task, and not response conflict. Furthermore, the results showed that error likelihood was not monotonically related to either RT or dMFC activity, contrary to predictions of the conflict monitoring model. These data are inconsistent with a view of a dMFC specialized for conflict monitoring. Instead, dMFC activity is predicted by trial-to-trial differences in response time (Fig. 4C). Previous studies of conflict monitoring (Botvinick et al., 1999; Brown and Braver, 2005; Carter et al., 1998; Kerns et al., 2004; MacLeod and MacDonald, 2000; Nee et al., 2007) averaged trials with variable response durations when comparing neural activity from congruent and incongruent trials; however, incongruent trials have longer mean response times ensuring that they will produce greater dMFC activity, independent of interference effects. In countermanding tasks, differences in time
Error likelihood and BOLD differences across RTs. (A) To determine the relationship between conflict and RT, the percent error across subjects was plotted for congruent and incongruent trials as a function of RT quantile. (B) The difference in error rates between the two conditions (i.e. incongruent-congruent trials) is greater on incongruent trials for most RT quantiles. Red points indicate quantiles for which a significant difference was present. (C) The mean BOLD response for correct trials was integrated over 10 s, averaged across subjects, and plotted as a function of RT quantile. The BOLD signal showed a systematic increase as a function of RT for both congruent and incongruent trials, consistent with the time on task account (Fig. 1D), but contrary to the conflict monitoring model (Figs. 1ABC). (D) The difference between the two BOLD responses was plotted for each RT quantile. Positive values indicate larger responses for incongruent trials; negatives values indicate larger responses for congruent trials. Resulting values were centered on zero, indicating that after controlling for RT, BOLD responses were not affected by congruency. This quantile analysis was repeated for two other masks defined using anatomical landmarks and functional imaging meta-analysis (Fig. S4), and demonstrated similar results.

Voxel-wise comparison of congruent and incongruent trials controlling for RT. For each subject, the BOLD responses were averaged across quantiles within each condition. A one-sided, paired t-test was performed between congruent and incongruent trials across subjects. Voxel t-values were thresholded at \( p = 0.01 \). To determine if any region of the dMFC might be involved in conflict monitoring, we performed the analysis without correcting for multiple comparisons. Despite this extremely lenient threshold, we found no regions in the dMFC that were consistent with the conflict monitoring hypothesis. This lack of significant regions in dMFC is not due to insufficient statistical power, since sufficient power was present to detect activity in Broca’s area.
on task between conditions can also explain correlations between dMFC activity and error likelihood. For example, in the study by Brown and Braver (2005), both the period of focused attention toward the countermanding cue and the resulting RTs, were longer in the high error than the low error condition; thus, larger BOLD responses on high error likelihood trials are consistent with the time on task account. Our study shows that once time on task differences are accounted for, any correlation between error likelihood and dMFC activity is eliminated.

Though the dMFC is independent of response conflict and error likelihood, it has been shown to have a variety of other functional roles. For example, dMFC activity tracks reinforcement history and the occurrence of errors, which is critical for learning the value of response alternatives and making behavioral adjustments (Rushworth and Behrens, 2008; Rushworth et al., 2007). It has also been shown to be involved in motor planning, task switching, and inhibitory control (Nachev et al., 2008; Ridderinkhof et al., 2007) and it is modulated by decision uncertainty (Grinband et al., 2006) and complexity of stimulus–response associations (Nachev et al., 2008) suggesting its involvement in response selection. While it is not known whether these functions are localized to discrete subregions of the dMFC or whether the dMFC’s role changes with context, this study suggests that determining the answer will require accurate control over response times.

Finally, activity in Broca’s area was correlated with increased response competition. A meta-analysis of Stroop studies (Nee et al., 2007) found this region to be consistently more activated during incongruent trials. It has also been shown to be highly active in a linguistic emotional Stroop task (Engels et al., 2007) and, in fact, is associated more with linguistic, than visuospatial, interference (Banich et al., 2000). Interestingly, no differences in activity between conditions were found in any motor execution or motor planning regions (e.g. SMA or primary motor regions), even at extremely liberal thresholds ($p = 0.01$, no correction for multiple comparisons; Fig. 5). These data suggest that the cognitive interference experienced during the Stroop task does not stem from competing motor response representations (i.e. left vs right button press) but rather from competing linguistic representations of the stimulus (i.e. red vs green).

Moreover, it is possible that neural competition is localized to those brain regions specialized for the relevant stimulus modality, and a centralized brain module for detecting different types of conflict (sensory, linguistic, motor, etc.) may not be necessary for optimal response selection to occur.

Methods

Task

Twenty-three subjects (mean age = 24; 9 females) gave informed consent to participate in the study. Subjects were instructed to name the ink color of a stimulus by pressing one of four buttons using the fingers of the right hand and were asked to balance speed with accuracy. They practiced the task outside the scanner for at least 100 trials and continued practice until error rates fell below 10%. Four colors were used in the Stroop task – red, green, blue, and yellow – producing 16 possible ink color/word name combinations. To eliminate any confounding effects of negative priming on conflict, the ink color and word name were randomized such that no two colors were repeated on consecutive trials. The probability of
incongruent and congruent trials was maintained at 50%. The Stroop stimuli were presented on screen until a response was made. Once a button was pressed, the stimulus was replaced by a fixation point. Inter-trial intervals were randomly generated on each trial (range = 0.1–7.1 s, mean = 3.55 s, incremented in steps of 0.5 s). RT was used as an estimate of the neural time on task. We assumed that for most trials, subjects were awake and engaged, and that lapses of attention were equally distributed between congruent and incongruent trials, and accounted for only a small fraction of the overall RT variance. Furthermore, mean differences in RT between conditions were assumed to be modulated by changes in task difficulty related to the presence or absence of response interference.

**Image acquisition**

Imaging experiments were conducted using a 1.5 T GE TwinSpeed Scanner using a standard GE birdcage head coil. Structural scans were performed using the 3D SPGR sequence (124 slices; 256×256; FOV=200 mm). Functional scans were performed using EPI-BOLD (TE = 60; TR = 2.0 s; 25 slices; 64×64; FOV = 200 mm; voxel size = 3 mm×3 mm×4.5 mm). All image analysis was performed using the FMRIB Software Library (FSL; http://www.fmrib.ox.ac.uk/fsl/) and Matlab (Mathworks, Natick, MA; http://www.mathworks.com). The data were motion corrected (FSL-MCFLIR), high pass filtered (at 0.02 Hz), spatially smoothed (full width at half maximum = 5 mm), and slice time corrected.

**Image analysis**

Standard statistical parametric mapping techniques (Smith et al., 2004) (FSL-FEAT) were performed prior to registration to MNI152 space (linear template). Multiple linear regression was used to identify voxels that correlated with each of the four decision types i.e. congruent, incongruent, error, and post-error trials. A primary statistical threshold for activation was set at $p = 0.05$ and cluster correction was set at $p = 0.05$ using Gaussian Random Field Theory. Inter-subject group analyses were performed in standard MNI152 space by applying the FSL-FLIRT registration transformation matrices to the parameter estimates. For each run, the transformation matrices were created by registering via mutual information (1) the midpoint volume to the first volume using 6 degrees of freedom, (2) the first volume to the SPCR structural image using 6 degrees of freedom, and (3) the SPCR to the MNI152 template using 12 degrees of freedom. These three matrices were concatenated and applied to each statistical image.

Two regression models were used to generate activation maps (Fig. 2). To replicate previous studies, a regression model was created with four regressors, one for each trial type (congruent, incongruent, error, and post-error trials). Each regressor consisted of a series of impulse functions positioned at trial onset. The regressors were then convolved with each subject’s custom hemodynamic response function (HRF) extracted from primary visual cortex (Grinband et al., 2008). The custom HRF estimate was computed using FLOBS (Woolrich et al., 2004), a three-function basis set that restricts the parameter estimates of each basis function to generate physiologically plausible results.

To compare the effect of time on task with conflict, three statistical contrasts were performed: (1) incongruent vs congruent using all RTs, (2) slow congruent vs fast congruent, and (3) slow congruent vs fast incongruent. In all three of these contrasts, only correct trials were used; error trials and trials immediately following error trials (i.e. post-error trials) were modeled explicitly using separate regressors. Using correct trials allowed us to study pre-response conflict. Due to the overall low frequency of errors in this task, it was not possible to study error-induced conflict or post-error processing on any of the subsequent analyses. For the incongruent vs congruent contrast, a regression model was created with four regressors: (1) congruent trials, (2) incongruent trials, (3) error trials, and (4) post-error trials. For the slow congruent vs fast congruent contrast, a regression model was created with six regressors: (1) congruent trials with RTs less than the median RT of congruent trials, (2) congruent trials with RTs greater than the median RT of congruent trials, (3) incongruent trials with RTs less than the median RT of incongruent trials, (4) incongruent trials with RTs greater than the median RT of incongruent trials, (5) error trials, and (6) post-error trials. For the slow congruent vs fast incongruent comparison six regressors were used: (1) congruent trials with RTs less than the global median RT, (2) congruent trials with RTs greater than the global median RT, (3) incongruent trials with RTs less than the global median RT, (4) incongruent trials with RTs greater than the global median RT, (5) error trials, and (6) post-error trials. Using the global median RT ensured that the ranges of RTs were identical between trial types. In all three regression models, trials with RTs less than 200 ms were excluded from the analysis. The median RT was computed independently for each subject and included only correct trials.

The event-related averaging (Fig. 3) was performed by extracting time series from the voxels identified using the traditional contrast of incongruent–congruent trials (i.e. the region of interest from Fig. 2A) using all correct trials with RTs greater than 200 ms. The mean time series from this mask was interpolated to 10 ms resolution and the responses for each event type were averaged for each subject. The mean response was then averaged across subjects and used in the statistical analysis. Paired t-tests were performed across subjects to test differences in the size of the BOLD response.

The quantile analysis (Fig. 4) was performed by generating an event-related average (similar to the data in Fig. 3) for each subject’s ten RT quantiles. To summarize the steps: (1) an RT distribution for each subject was computed, (2) the deciles of each distribution were calculated, (3) the average error likelihood or BOLD response was computed for each decile, (4) the error rates or BOLD responses for each decile were averaged across subjects for the group analysis. Each subject’s deciles were computed from an RT distribution that contained all of the subject’s trials, both congruent and incongruent, thus ensuring that the same deciles were used for both trial types. Trials less than 200 ms in duration were excluded. In the group analysis, the congruent and incongruent mean error rates across subjects were calculated for each decile and a t-test on the difference was performed (Fig. 4A). A BOLD response magnitude was computed for each decile by integrating over the first 10 s of the BOLD response and averaging this value across subjects (Fig. 4B). Integrating over the first 10 s averages over the physiological noise, resulting in less variability than using the peak response.

To perform a whole brain analysis that is controlled for effects of response duration (Fig. 5 and Fig. 7), BOLD responses were averaged across RT quantiles for each voxel. This effectively gives equal weight (1/10th) to each RT quantile when comparing the BOLD response between conditions i.e.

\[
\text{cHDR} = \frac{(\text{cHDR}_{q_1} + \text{cHDR}_{q_2} + \ldots + \text{cHDR}_{q_{10}})}{10}
\]

where \(\text{cHDR}_{q_n}\) is the estimated hemodynamic response for congruent trials within the corresponding quantile \((q)\). Thus, frequency differences in the RT distributions of congruent and incongruent trials no longer affect the shape or amplitude of the BOLD response. This analysis is equivalent to asking the question: Which voxels show greater activity per unit time for incongruent than congruent trials? For each voxel in the brain, a one-sided paired t-test was performed (\(t(\text{HDR} - \text{cHDR}, \ p < 0.01)\) across subjects to compare the integral of the BOLD response between conditions. For Fig. 5, no correction for multiple comparisons was used to increase the likelihood of detecting dMFC activity differences between conditions. For Fig. 7, the activation map was corrected for multiple comparisons using Gaussian Random Field Theory (\(p < 0.01\)).
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