Structural brain correlates of human sleep oscillations
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A B S T R A C T

Sleep is strongly conserved within species, yet marked and perplexing inter-individual differences in sleep physiology are observed. Combining EEG sleep recordings and high-resolution structural brain imaging, here we demonstrate that the morphology of the human brain offers one explanatory factor of such inter-individual variability. Gray matter volume in interoceptive and exteroceptive cortices correlated with the expression of slower NREM sleep spindle frequencies, supporting their proposed role in sleep protection against conscious perception. Conversely, and consistent with an involvement in declarative memory processing, gray matter volume in bilateral hippocampus was associated with faster NREM sleep spindle frequencies. In contrast to spindles, gray matter volume in the homeostatic sleep-regulating center of the basal forebrain/hypothalamus, together with the medial prefrontal cortex, accounted for individual differences in NREM slow wave oscillations. Together, such findings indicate that the qualitative and quantitative expression of human sleep physiology is significantly related to anatomically specific differences in macroscopic brain structure.
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Introduction

Sleep is strongly conserved across phylogeny. In humans, sleep EEG physiology is remarkably stable within an individual from one night to the next (Werth et al., 1997). However striking differences in these same sleep EEG features are observed from one individual to the next (De Gennaro et al., 2005), the reasons for which are largely unknown. Most prominent are inter-individual differences in non-rapid eye movement (NREM) sleep, specifically slow waves (Mongrain et al., 2006; Tucker et al., 2007; Viola et al., 2012) and sleep spindles (De Gennaro et al., 2005; Werth et al., 1997). Furthermore, these sleep EEG features demonstrate evidence of partial genetic determination (Vandewalle et al., 2009; Viola et al., 2007), further suggesting that they represent a stable, trait-like physiological property. Here, we examine one potential factor explaining these trait inter-individual differences in sleep EEG physiology—brain structure. The morphology of the brain is a known determinant of function, evidenced by circumstances of development, degeneration, and brain damage (Kanai and Rees, 2011). Despite such relationships, the possibility that individual differences in human brain structure predict individual differences in sleep physiology remains largely uncharacterized.

Candidate anatomical regions of interest that may explain individual differences in sleep spindles and slow waves emerge both from their identified electrical source generators and the proposed functions they support. For example, sleep spindles have been implicated in the inhibitory “gating” of exteroceptive and interoceptive sensory perception (De Gennaro et al., 2005), thereby preserving the sleep state from both exogenous (e.g. audition (Dang-Vu et al., 2010a)) and endogenous (e.g. pain (Landis et al., 2004)) sources. This protective function appears to be dependent upon mutually inhibitory thalamo-cortical circuitry (Contreras and Steriade, 1996; De Gennaro and Ferrara, 2003), implicating the thalamus as one potential structural region of interest (ROI) accounting for inter-individual differences in trait-varying properties of sleep spindles. Additional candidate ROIs are represented by downstream auditory cortex and insular cortex, where the processing of potentially sleep-disrupting exogenous and endogenous stimuli occurs. Indeed, functional neuroimaging reports have described activation in both primary auditory (Dang-Vu et al., 2008a) and insula cortices (Schabus et al., 2007) during the occurrence of sleep spindle events. Finally, and contrasting with a sleep-protective role, an emerging function assigned to faster frequency spindles has focused on hippocampal-dependent memory processing (Diekelmann and Born, 2010). Inter-individual differences in faster frequency sleep spindles predict hippocampal-dependent learning ability (Mander et al., 2011). Furthermore, faster frequency sleep spindle events coincide with hippocampal activation, as assessed by event-related fMRI (Schabus et al., 2007).

As with spindles, target anatomical regions that may contribute to inter-individual difference in slow wave features are informed by reports examining the functional properties of slow waves (including density and amplitude). The basal forebrain represents one such
candidate due to its well defined role in sleep homeostasis and regulation (Modirrousta et al., 2007), governing changes in slow wave density following prolonged wakefulness (Mistlberger et al., 1987). Beyond the basal forebrain, midline prefrontal cortex and insula cortex both represent additional target regions of interest accounting for slow wave differences between individuals, particularly their amplitude. For example, slow waves are not simply dominant over topographic midline prefrontal EEG derivations (Feinberg et al., 2011), but these frontal derivations also display the greatest extent of inter-individual variability in slow waves as a function of genotype (Viola et al., 2012) and chronotype (Mongrain et al., 2006). Moreover, inter-individual differences in the homeostatic rebound of slow waves following sleep deprivation are similarly observed in the EEG over midline prefrontal cortex (Goel et al., 2009; Rusterholz and Achermann, 2011). EEG source analyses of slow waves have localized source generators not only in the cingulate cortex, consistent with a midline prefrontal dominance of slow waves, but also in the insula cortex (Murphy et al., 2009). The known cytoarchitecture of the insula cortex and its connectivity to the prefrontal cortex have therefore been proposed to support propagation of slow waves between these potential generator regions (Petrides and Pandya, 1999; van der Kooy et al., 1982).

Guided a priori by these candidate regions, here, we examine whether macroscopic differences in human brain structure, indexed by gray matter volume, explain stable inter-individual variability (De Gennaro et al., 2005) in the canonical oscillations of sleep: sleep spindles and slow waves.

**Materials and methods**

Twenty-two healthy adults (21.2 ± 2.25 years [mean ± s.d.], range 19–26), 10 males) participated in the study. Exclusion criteria, assessed using a pre-screening questionnaire, included a history of sleep disorders, neurologic disorders or closed head injury, Axis I psychiatric disorders according to the DSM-IV criteria encompassing major mental disorders, history of drug abuse, and current use of anti-depressant or hypnotic medication. The participants abstained from alcohol and caffeine for a minimum of 48 h prior to sleep recording. Additionally, sleep schedules were standardized prior to in-lab recordings (7–9 h of sleep per night, with morning wake time between 06:30 and 08:30), as verified by nightly sleep logs. The study was approved by the local human studies committee, with all the participants providing their written informed consent.

**Polysomnography recording and sleep stage classification**

Polysomnography (PSG) sleep monitoring was recorded using a Grass Technologies Comet XL system (Astro-Med, Inc., West Warwick, RI). Electroencephalography (EEG) was recorded at 19 standard locations conforming to the International 10–20 System (Jasper, 1958) (FP1, FP2, F7, F3, FZ, F4, F8, T3, C3, CZ, C4, T4, T5, T6, P3, PZ, P4, O1, O2). Electrooculography (EOG) was recorded via three electrodes (one mental, two sub-mental). Finally, electromyography (EMG) was recorded using two electrodes: below the left and the right clavicle. Reference electrodes were placed at both the left mastoid and the right mastoid (A1, A2). Data were digitized at 400 Hz. All data were stored unfiltered (recovered frequency range of 0.1–100 Hz), except for a 60 Hz notch filter. For recording only, each channel was referenced to a forehead scalp reference. Sleep staging was performed in accordance with standardized techniques (Rechtschaffen and Kales, 1968) from the C3–A2 derivation, and NREM–REM cycles were defined according to modified criteria of Feinberg and Floyd, 1979 (Aeschbach and Borbély, 1993).

**Polysomnography EEG signal processing**

Following sleep scoring, each EEG channel was re-referenced to the average of the left and right mastoids for quantitative signal processing. All EEG analyses were performed in MATLAB 7.5 (The Mathworks, Natick, MA), including the add-in toolbox EEGLAB (http://sccn.ucsd.edu/eeglab/). The EEG was band-passed filtered offline (EEGLAB function eegfilt) using Finite Impulse Response (FIR) filters (low-pass at 50 Hz, high-pass at 0.5 Hz). A high-pass cut-off frequency of 0.5 Hz was chosen to remove possible slow artifact in the EEG. Signals were then visually marked for artifact in 5-second epochs. These 5-second epochs, used for artifact-rejection, were then sorted by sleep stages for analysis.

Slow waves were detected using an established procedure (Kurth et al., 2010; Massimini et al., 2007; Murphy et al., 2009; Riedner et al., 2007). Following artifact rejection, a low-pass FIR filter was applied to EEG data removing all activity above 4 Hz (yielding a frequency distribution of 0.5–4 Hz, as in previous slow wave detection analyses) (Kurth et al., 2010; Massimini et al., 2007; Murphy et al., 2009; Riedner et al., 2007). In short (but see Riedner et al., 2007) for details the algorithm determines negative and positive peaks occurring in the EEG time series after each zero-crossing (change in amplitude from negative-to-positive, or vice-versa), detecting slow waves in each channel independently. Multiple peaks occurring between zero-crossings were considered part of the same slow wave. Waves were then sorted according to sleep stage. Any detections occurring during Stage 1 were excluded from analysis. Further, analyses were limited only to defined NREM periods (Aeschbach and Borbély, 1993). Finally, all waves occurring within artifact-marked 5-second epochs were removed from analysis. Analysis of slow waves slow waves focused on two orthogonal metrics — amplitude and density, respectively (slow wave activity (SWA; power in the 0.75–4.75 Hz band) was not chosen since this composite measure cannot distinguish between the amplitude of slow waves and their rate of incidence (density) (Carrier et al., 2011). For slow wave amplitude, the negative peak (µV) of each NREM slow wave was averaged to create a single NREM average for each EEG channel, in each subject. Slow wave density was calculated as the number of artifact-free detected slow waves in each channel divided by the amount of artifact-free NREM sleep time recorded, resulting in a single NREM value for each EEG channel, in each subject. Both slow wave metrics were then included in the MRI regression analyses, with parameters derived from the Fz (frontal midline) EEG derivation chosen, due to the known topography and concentration of slow waves over midline frontal cortex, both in the current study (Fig. 4), and prior reports (Dang-Vu et al., 2008b; Kurth et al., 2010; Murphy et al., 2009; Riedner et al., 2007).

Sleep spindles were detected for each channel of EEG by an established automatic algorithm (Ferrarelli et al., 2007; Mander et al., 2011; Saletin et al., 2011). Band-pass FIR filters were first applied to EEG sleep data (spindle range: high-pass: 11 Hz; low-pass: 15 Hz), restricting only those events falling within the spindle frequency range (11–15 Hz) (Schabus et al., 2007). Examining the broad spindle band (11–15 Hz) rather than limiting analyses to previously defined slow (11–13 Hz) or fast (13–15 Hz) bands allows unbiased determination of individual spindle frequency known to vary broadly, in trait-like manner across individuals (Werth et al., 1997). NREM epochs were then extracted (NREM stages 2, 3 and 4) based on visual scoring and all artifact-free epochs were then concatenated into one continuous NREM time series for analysis. The amplitude of the rectified signal from NREM sleep was used as a unique time series, identifying amplitude fluctuations exceeding channel-wise threshold values, with the lower and upper values set at two and eight times the average amplitude for each channel separately. The boundaries of spindle events were then defined when amplitude fluctuations dropped below the cutoff threshold. For each participant, spindle frequency was calculated for each spindle defined as the number of peaks
in the EEG signal occurring within the spindle event, divided by the duration of the spindle, yielding a frequency measure in cycles per second (Hz). Channel-specific NREM average spindle frequency was determined by then averaging across the frequencies of all detected spindles in each channel. Individual-wise spindle frequency across the broad range of spindle frequencies, unlike other parameters such as amplitude or density, demonstrates stable trait-like inter-individual differences, previously described as a purported sleep spindle “fingerprint” within individuals, stable across multiple nights (De Gennaro et al., 2005; Werth et al., 1997). Slow spindles have a known topography as a function of frequency. Slow spindles are frontal dominant, while fast spindles show parietal dominance (De Gennaro and Ferrara, 2003; Mander et al., 2011; Saletin et al., 2011; Schabus et al., 2007). To most fully describe inter-individual variability in spindle frequency we examined spindles across the entire (11–15 Hz) frequency range. In an attempt to remove the influence of this topography on subject-wise metrics of spindle frequency, frequency estimates (itself an average of individual events) were averaged over traditional midline electrodes (frontal (Fz), central (Cz) and parietal (Pz), rather than using any one single electrode for analysis. This average allowed for the characterization of an individual’s average spindle frequency across the anterior/posterior head axis, allowing for equal contribution of slow- and fast-spindle frequency across these spindle-dominant areas. Following averaging, each individual’s representative spindle frequency was used in structural imaging regression analyses.

### EEG source localization of slow waves

EEG source analysis of slow waves (Murphy et al., 2009) was additionally performed to allow assessment of whether potential structural brain correlates of NREM slow waves converged on homologous regions associated with the electrical generation of slow waves. Standardized low resolution brain electromagnetic tomography (sLORETA) (Pascual-Marqui, 2002) was calculated for the EEG at the negative peak of the slow wave, as described below. No source analysis was performed for sleep spindles, as, unlike slow waves, the spindle is a multi-peak oscillation. While studies have attempted to source components of sleep spindle activity (Ventouras et al., 2007), or to discrete frequency bins across a band (Anderer et al., 2001), there is no clear spindle-analogue sLORETA calculation for spindles as with the slow wave. Therefore, only sLORETA of slow waves was performed. The sLORETA approach to source analysis computes solutions using a head model based on the MNI152 template (Mazziotta et al., 2001). Source space is limited to cortical gray matter, making sLORETA more precise than other methods of source localization that are not anatomically constrained, and is made up of 6239 voxels at 5 mm resolution (Pascual-Marqui, 2002). While the anatomical precision of sLORETA, and of all source analysis techniques, varies depending on the number of electrodes in the EEG montage (Laarne et al., 2000), numerous studies have employed source analysis using montage arrays of similar or lower resolution to the current study, indicating sufficient coverage of the scalp to provide robust source estimates (Bela et al., 2007; Clemens et al., 2008; Clemens et al., 2009; Isotani et al., 2001; Pascual-Marqui et al., 1999; Ponomarev et al., 2010; Tislerova et al., 2008; Veiga et al., 2003). Interpretation of sLORETA findings is limited to the lobular level of resolution, and not beyond, fitting with prior expectations of this array density (Bela et al., 2007; Clemens et al., 2008, 2009; Isotani et al., 2001; Pascual-Marqui et al., 1999; Ponomarev et al., 2010; Tislerova et al., 2008; Veiga et al., 2003). Consistent with previous EEG source analyses of slow waves (Murphy et al., 2009), NREM filtered (0.5–4 Hz) was marked at the maximal negative peak of each slow wave (detected at Fz, based on wave amplitude topography). In an event-related potential approach, 1-second epochs were extracted around the negative peak (500 ms on either side). Each epoch, corresponding to one wave, was averaged within-subject and then between-subjects, yielding a single grand average epoch for the group (each individual participant’s Fz average epoch depicted in Fig. 4). Finally, this 1-second epoch was submitted to sLORETA analyses in the time-domain. Source localization was centered on the negative peak of the grand-average waveform.

### Structural magnetic resonance imaging

Structural MRI was performed on a Siemens Magnetom Trio 3T scanner equipped with a 32-channel head coil. Two concomitant high-resolution MP-RAGE TI-weighted anatomical scans were obtained for each participant, each consisting of 176 sagittal slices (1 mm isotropic voxels) acquired with a repetition-time (TR) of 2300 ms and an echo-time (TE) of 2.52 ms. Individual estimates of gray matter volume, a stable trait-like measure previously demonstrated to offer sensitivity to inter-individual variability in brain morphology (Thompson et al., 2001), was calculated using the validated voxel-based morphometry approach (VBM) (Ashburner and Friston, 2000; Démontheil et al., 2010; Mak et al., 2011; Ridgway et al., 2009). VBM analysis quantified the signal intensity of each voxel in the brain for a gray matter segmentation image, given the differential signal intensity yielded by magnetic resonance properties of gray and white matter, respectively. These gray matter voxel intensities were entered into whole-brain regression analyses, comparing gray matter volume and a given experimental variable, in this case, sleep EEG physiological parameters. While other methods for gray matter imaging exist, allowing for manual (Neylan et al., 2010) or semi-automated segmentation of brain volumes (Schmitz et al., 2011), the VBM procedure has been repeatedly used and validated for whole-brain imaging of voxel-wise gray matter volume (Celle et al., 2010; Démontheil et al., 2010; Giorgio et al., 2010; Mak et al., 2011; Mueller et al., 2011; Pereira et al., 2010; Ridgway et al., 2009).

Image processing used Statistical Parametric Mapping (http://www.fil.ion.ucl.ac.uk/spm) in conjunction with the VBM 5.1 Toolbox for SPM5 (http://dbm.neuro.uni-jena.de/vbm/). To maximize signal-to-noise, and therefore the ability to detect structural differences between participants, the two anatomical T1-weighted MP-RAGE scans were first realigned (SPM8 Realign: 2nd Degree B-Spline Interpolation) to each other and then averaged. One participant contributed only 1 scan, due to technical issues during acquisition. Segmentation of anatomical images into gray matter (GM), white matter (WM) and cerebral spinal fluid (CSF) was estimated for each participant’s mean anatomical scan using the VBM5.1 Toolbox, implementing default settings (Koutsouleris et al., 2009), including iterative weighting of a hidden Markov random field (HMRF). While the standard SPM segmentation uses prior information to estimate the tissue classes of each voxel, VBM5.1 uses a Bayesian approach not dependent on tissue priors, which can allow for greater accuracy in tissue segmentation (Koutsouleris et al., 2009). Following segmentation, DARTEL was used in SPM8 (Ashburner, 2007) to generate a study-specific group template average using standard procedures, including 6 iterations of template fitting, and the use linear elastic energy for regularization. Following template registration, this template was normalized to MNI space and the resulting transformation matrix was used to normalize the DARTEL flow fields and individual tissue images of all 22 subjects into standard space (DARTEL routine: “Normalize to MNI Space”). The normalization maintained a voxel size of 1 mm isotropic, included modulation to preserve regional signal intensities, and included a 8 mm Gaussian FWHM smoothing-kernel to reduce signal-to-noise for statistical analyses.

An explicit thresholding mask based on the signal-to-noise of the data was calculated according to prior procedures (Ridgway et al., 2009), optimizing the threshold of the each individual’s gray matter image given the distribution of data across the group as a whole, aiming to remove low-signal noise from analyses. Finally, total intracranial volume (TIV) was calculated from each participant’s native-space GM, WM, and CSF segmentations calculated from VBM5.1. Total intracranial
volume was calculated from the native-space tissue maps according to the “get_totals” routine for SPM commonly used to calculate global measures of brain volume in structural imaging studies (e.g. (Ansell et al., 2012; Benedetti et al., 2012; Benedetti et al., 2011; D’Agata et al., 2011; Eckert et al., 2008; Wolk et al., 2009).). This measure of total intracranial volume was verified against an independent analysis using the reconstruction scheme in the different software package FreeSurfer (Fischl and Dale, 2000), which derives intracranial volumes from cortical surface reconstruction, with the two methods resulting in remarkably similar estimates (correlations between the values from each method: r = 0.924, p < 0.0001). Cross-sectional analyses of EEG data raise concerns of differences in skull thickness that, beyond the electrical signal itself, could lead to amplitude differences. However, considering that the variance of EEG amplitude explained by skull thickness across frontal, temporal and parietal regions ranges from $r^2 = 0.01$ to $r^2 = 0.13$ (Hagemann et al., 2008) it would suggest that any such contribution is likely modest.

**Statistical analyses**

To examine the bidirectional nature of inter-individual difference in sleep spindle frequency, positive and negative contrast maps were generated, reflecting areas where gray matter volume correlated with increasingly faster, or slower spindle frequency, respectively. Slow wave regression models were then created for the average negative amplitude of the slow waves, and the density of slow waves, in NREM sleep, respectively. Separate statistical models for each analysis were created to minimize the impact of co-linearity between sleep spindles and slow waves (Steriade et al., 1993) and between specific properties of slow waves themselves (Carrier et al., 2011). For the slow wave analyses, one subject was removed from the regression (yielding n = 21) based on prominent artifact in their recording within the slow wave frequency range (~0.6 Hz). In all statistical models, proportional scaling to TIV (total intracranial volume) was used to account for total brain size, as in previous VBM studies (Bendlin et al., 2008). The current results did not change when age was included as an additional covariate in the model.

Statistical analysis was performed using a two-step approach, as in previous studies (Altena et al., 2010; Gong et al., 2005; Joo et al., 2009, 2010; Kim et al., 2008; O’Donoghue et al., 2005; Yaouhi et al., 2009). First, at the whole-brain level, uncorrected results were identified at a voxel-wise p-value of 0.001 (30 voxel extent threshold), followed next by analysis of clusters within candidate ROIs that survived this initial threshold. These clusters were subsequently submitted to small volume correction (SVC) at the family-wise-error rate of 0.05, cluster level (Joo et al., 2009; Kim et al., 2008; Nichols and Hayasaka, 2003; Yaouhi et al., 2009). This two-step analysis approach allowed both for a strict test of our hypothesis-driven ROI targets, while still offering an exploratory investigation of associations outside these ROIs (important, considering that the current study represents a first investigation of structural gray matter associations with sleep EEG physiology in the adult brain). Figures were generated by overlaying statistical images on the ch2better.nii.gz template provided in the MRicon visualization software, in standardized space. Images for display were thresholded at a p < 0.005.

**Definition of anatomical regions of interest (ROIs)**

For slow wave regression models, SVC was performed on a priori anatomical ROIs derived from convergent source EEG analyses (Murphy et al., 2009) and functional neuroimaging studies (Dang-Vu et al., 2008b; Maquet et al., 1997), resulting in ROIs in bilateral cingulate, insula (anterior and posterior) and orbital frontal cortices (defined within the validated wfu_pickatlas SPM toolbox [www.fmri.wfubmc.edu/cms/software]; Maldjian et al., 2003). These areas are congruent with the both the results of EEG source analyses (Murphy et al., 2009), as well as known topography dominance of slow waves and their inter-individual differences occurring over midline frontal cortex (Carrier et al., 2011; Esser et al., 2007; Feinberg et al., 2011; Huber et al., 2004; Mongrain et al., 2006; Murphy et al., 2009; Rusterholz and Achermann, 2011). Finally, a mask in the region of the basal forebrain and the hypothalamus was created, identified from neurophysiology studies demonstrating it as the seat of sleep–wake regulation (Kalnichuk et al., 2010; Modirrousta et al., 2007; Monti, 2011), a process that is represented by slow waves in the EEG (Achermann and Borbély, 2003; Esser et al., 2007; Riedner et al., 2007; Tononi and Cirelli, 2006), as well as from neuroimaging findings demonstrating associations between the basal forebrain/hypothalamus and slow wave activity (Dang-Vu et al., 2010b; Maquet et al., 1997). The ROI was defined by creating 8 mm diameter sphere drawn around previously published coordinates (MNI voxel coordinates [x, y, z]: [2, 2, −4]) from a functional neuroimaging study of slow wave sleep (Maquet et al., 1997). The choice of a sphere defined functionally, rather than the use of an anatomical ROI was based upon the known heterogeneity of function within the anatomical region of the basal forebrain/hypothalamus that prevents the anatomial delineation of sleep-related nuclei at the resolution of structural MRI (Maquet et al., 1997; Szymusiak, 1995). All ROIs are considered independent tests based on differential anatomical networks implicated in the generation and regulation of each different physiological oscillation.

For sleep spindles, ROIs were created based on a priori regions of interest, also using the wfu_pickatlas toolbox. First, based on animal neurophysiology (Steriade et al., 1985) and human functional neuroimaging studies (Schabus et al., 2007) indicating the thalamus in spindle generation, bilateral thalamic ROIs were created. Second, sensory ROIs were constructed building on the proposed role of sleep spindles in protecting sleep against external and internal conscious sensation. ROIs focused on the anatomical cortical regions associated with the two sensory percepts most prevalent to sleep disruption: exteroceptive audition (and interoceptive pain somatosensation (Dang-Vu et al., 2010a; Landis et al., 2004; Pivik et al., 1999). ROIs were generated in bilateral primary auditory cortex (Heschl’s gyrus) (Dang-Vu et al., 2008a) and bilateral anterior and posterior insula cortices (Schabus et al., 2007), respectively. Finally, ROIs in the hippocampus were constructed based on growing evidence for the role of sleep spindles in episodic memory processing (Diekelmann and Born, 2010), together with of their coinciding relationship with hippocampus sharp-wave ripples (Diekelmann and Born, 2010), as well as the occurrence of BOLD fMRI hippocampal activity occurring during fast sleep spindles (Schabus et al., 2007). These hippocampus ROIs were created for the bilateral anterior and posterior hippocampus proper using the standard AAL atlas segmentations, separated into anterior and posterior sections along the longitudinal axes at the center-of-mass (Wendelken and Bunge, 2010). These segmentations therefore allow a focus on the hippocampus proper (thus not including parahippocampal gyrus regions).

**Results**

**Gray matter volume associations with sleep spindle frequency**

Contrary to our first prediction, no voxels in the thalamus demonstrated a significant relationship between gray matter volume and sleep spindle frequency, in either the slower (negative correlation) or faster (positive correlation) direction (all voxels p > 0.001; all cluster FWE corrected, p > 0.2). Gray matter volume in exteroceptive and interoceptive sensory cortical ROIs did, however, significantly and negatively correlate with sleep spindle frequency. Specifically, greater gray matter volume in both bilateral auditory cortices (Heschl’s gyrus; Fig. 1), as well as anterior and posterior regions of bilateral insula cortex were predictive of slower sleep spindle frequencies (Fig. 1 and Table 1A). Interestingly, and further compatible with a sleep protection hypothesis (Dang-Vu et al.,
Gray matter volume (GM) associations with slower sleep spindles within a priori regions of interest. A: (left) topographic plot of frontal dominant slower spindle frequency, with representative sleep spindle at electrode derivation Cz. B: (right) associations between slower sleep spindle frequencies and GM in bilateral auditory cortex (Heschl’s gyrus) and in the left and right anterior and posterior insula, respectively, followed by scatterplots relating gray matter and spindle frequency at the peak voxels of the left Heschl’s gyrus and right anterior cingulate clusters, respectively. Left image at MNI [x y z]: [−39 −26 14], right image at MNI: [38 21 2]. Statistical maps are displayed at p = 0.005.

Table 1
Gray matter volume correlates of sleep spindle frequency and slow waves (a priori regions).

<table>
<thead>
<tr>
<th>Anatomical cluster</th>
<th>Local maxima (MNI)</th>
<th>Peak Z</th>
<th>P_{SVC-cluster} non-stationary</th>
<th>P_{SVC-peak} (FWE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemi Label</td>
<td>X</td>
<td>Y</td>
<td>Z</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>A. Gray matter volume negatively correlating with sleep spindle frequency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Posterior insula</td>
<td>−40</td>
<td>−26</td>
<td>15</td>
<td>4.33</td>
</tr>
<tr>
<td>L Heschl’s transverse gyrus</td>
<td>−39</td>
<td>−26</td>
<td>14</td>
<td>3.58</td>
</tr>
<tr>
<td>R</td>
<td>52</td>
<td>−19</td>
<td>8</td>
<td>3.72</td>
</tr>
<tr>
<td>L Anterior insula</td>
<td>−35</td>
<td>−18</td>
<td>14</td>
<td>3.48</td>
</tr>
<tr>
<td>L Heschl’s transverse gyrus</td>
<td>−37</td>
<td>−39</td>
<td>15</td>
<td>3.56</td>
</tr>
<tr>
<td>R</td>
<td>53</td>
<td>−14</td>
<td>8</td>
<td>3.76</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>21</td>
<td>2</td>
<td>3.43</td>
</tr>
<tr>
<td>B. Gray matter volume positively correlating sleep spindle frequency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Posterior hippocampus</td>
<td>−25</td>
<td>−27</td>
<td>−8</td>
<td>3.52</td>
</tr>
<tr>
<td>R</td>
<td>26</td>
<td>−31</td>
<td>−9</td>
<td>3.64</td>
</tr>
<tr>
<td>C. Gray matter volume positively correlating with slow wave density</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Basal forebrain/ hypothalamus</td>
<td>−2</td>
<td>2</td>
<td>−8</td>
<td>3.46</td>
</tr>
<tr>
<td>R</td>
<td>8</td>
<td>3</td>
<td>−5</td>
<td>3.16</td>
</tr>
<tr>
<td>D. Gray matter volume positively correlating with slow wave amplitude</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R Orbital frontal cortex</td>
<td>2</td>
<td>34</td>
<td>−27</td>
<td>4.53</td>
</tr>
<tr>
<td>L</td>
<td>−1</td>
<td>34</td>
<td>−27</td>
<td>3.87</td>
</tr>
<tr>
<td>R Cingulate cortex</td>
<td>7</td>
<td>−9</td>
<td>32</td>
<td>3.62</td>
</tr>
<tr>
<td>L Basal forebrain/ hypothalamus</td>
<td>8</td>
<td>−17</td>
<td>33</td>
<td>3.33</td>
</tr>
</tbody>
</table>

Sleep spindle frequency by topographic location

The choice to use a spindle measure averaged across three midline topographical locations (FZ, CZ, and FC) was intended to incorporate both frontal-dominant slow frequency and parietal-dominant fast frequency spindles. While this approach allows for a broad classification of individual-wise spindle frequency across topography, it may preclude sensitivity to any one of these spindles.
The density of NREM slow waves was positively correlated with gray matter volume in the basal forebrain— a region involved in the homeostatic regulation of sleep, including slow wave sleep (Kalinchuk et al., 2010; Modirrousta et al., 2007; Monti, 2011) (Esser et al., 2007) (Fig. 3; Table 1C). In contrast to density, the amplitude of slow waves was positively correlated with gray matter volume in medial prefrontal cortex, a region over which the greatest magnitude of slow wave are expressed, as is the great inter-individual difference in these waves (Carrier et al., 2011; Esser et al., 2007; Feinberg et al., 2011; Murphy et al., 2009; Vandewalle et al., 2009; Viola et al., 2007). Specifically, gray matter volume in both orbital frontal cortex as well as middle cingulate cortex was significantly and positively correlated with slow wave amplitude across individuals (Fig. 4; Table 1D). Counter to our predictions (Murphy et al., 2009), no voxels in the insula cortex demonstrated significant relationships with slow wave parameters at the whole-brain level (all voxels p > 0.001; all cluster FWE corrected, p > 0.25).

Beyond these ROIs, uncorrected whole-brain analyses (p < 0.001 at the voxel level) revealed that gray matter volume in the cerebellum, together with select regions in the parietal and temporal lobe also accounted for individual differences in slow wave density (Supplemental results, Table S3). Discrete frontal and temporal regions also positively correlated within slow wave amplitude, whereas gray matter in the occipital cortex and cerebellum negatively correlated with slow wave amplitude (Supplemental results, Table S4).

As with spindle analysis, to additionally determine the robustness of predictors of slow wave properties, SVC results were submitted to a secondary level of error correction across all ROIs combined, as described above (family of tests including: basal-forebrain/hypothalamus, insula, medial prefrontal cortex). Findings in the basal-forebrain/hypothalamus remain significant at both cluster and peak voxel levels, whereas results in the mesial orbital frontal cortex remain significant only at the peak voxel level. Results in the anterior cingulate cortex did not survive this secondary correction, emerging only at super-threshold levels of significance.

Finally, to examine the electrical source generation overlap with structural regions correlating with NREM slow waves, EEG current source density analysis was performed. EEG source localization of the slow waves, time-locked to the peak of the slow wave, revealed neural generators in remarkably similar medial frontal regions (Fig. 4); areas consistent with previous source analyses of slow waves (Murphy et al., 2009). Such homology between structural (gray matter volume) and functional (EEG source analysis) measures indicates that frontal brain morphology associated with slow wave expression converges...
with overlapping frontal brain regions involved in the electrical generation of these slow waves.

**Oscillation specificity effects**

Two further analyses were conducted to determine the specificity of the sleep spindle and slow wave anatomical relationships. The first analysis aimed to determine whether the amount of time spent in NREM sleep, the brain state from which sleep spindles and slow waves arise, itself correlated with overlapping regional gray matter volume; a finding that would limit the specificity of any spindle and slow wave structural associations. No overlapping relationships were observed (Supplemental results, Fig. S6). Second, we examined whether oscillatory activity in a different frequency range (here, NREM alpha activity [8-11Hz]) similarly correlated with the same gray matter regions as either spindles or slow waves; another finding that would challenge
the specificity of these associations. NREM alpha power was chosen since it represents a frequency band that is proximal to the spindle frequency range, and it is also known to be highly coherent across the scalp during slow wave sleep (Achermann and Borbély, 1998). Once again, no overlapping associations were identified (Supplemental results, Fig. S7).

Therefore, neither the total amount of time spent in NREM sleep, nor characteristics of other related NREM electrical oscillations, were associated with the anatomical brain regions correlating with with spindles and slow waves.

**Discussion**

Taken together, our findings demonstrate that inter-individual differences in gray matter volume account for variations in sleep EEG features, highlighting the notion that structural brain morphology is significantly associated with the qualitative and quantitative expression of human sleep physiology. In the following sections, we discuss functional implications and interpretations of these associations for each sleep oscillatory property separately.

**Structural brain correlates of sleep spindle frequency**

Consistent with theories of sleep protection against exogenous and endogenous conscious perception (De Gennaro and Ferrara, 2003), greater gray matter volume across individuals in both primary auditory and insular cortices was associated with progressively slower sleep spindle frequency. The associations in sensory areas may reflect the role of sleep spindles (of slower frequency) in the protection from sensory disruption (both exteroceptive and interoceptive) during sleep. Indeed, focusing on audition as the prime exogenous route of sensory interference during sleep, recent findings have demonstrated that inter-individual variability in spindles over the sensory cortex predicts the extent to which sleep is preserved following experimental auditory stimulation (Dang-Vu et al., 2010a). Furthermore, circumstances of acquired hearing loss co-occur with reductions in both gray matter in auditory cortex and slow-frequency sleep spindles (Landgrebe et al., 2009; Scrofani et al., 1996).

Beyond exogenous (auditory) stimuli, endogenous sensory information, most notably pain, is similarly recognized to markedly disrupt sleep (Buenaver and Smith, 2007). Chronic pain has been associated independently with decreases in the number of sleep spindles (Landis et al., 2004) and reductions in insula cortex integrity (Kim et al., 2008). The spindle-insula cortex associations identified in the current study provide a basis on which these previously independent findings can be unite: the loss of insula gray matter in chronic pain may represent one putative mechanism that leads to decreases in slow sleep spindle activity, and with it, the susceptibility to interoceptive pain sensation during sleep. While this model remains speculative, future patient-cohort studies employing structural MRI in conjunction with quantitative sensory testing and sleep EEG recordings will be able to elucidate such a mechanism.

In contrast to slower spindles, faster frequency sleep spindles (commonly in the range of 13–15 Hz) continue to be implicated in hippocampal-dependent memory processing (Diekelmann and Born, 2010). For example, inter-individual differences in sleep spindles, including fast sleep spindles, are associated with the benefit of sleep before learning, leading to enhanced hippocampal encoding ability (Mander et al., 2011), and sleep after learning in the offline consolidation of episodic memory (Gais et al., 2002; Rauchs et al., 2008; Saletin et al., 2011; Schabus et al., 2004, 2006, 2008). Likewise functional activity in the hippocampus coinciding with sleep spindles has been related to learning and memory processes (Andrade et al., 2011; Bergmann et al., 2012). Adding to this evidence, here we establish that the gray matter volume within the hippocampus predicts increasingly fast frequency spindles across individuals. While no memory tasks were included in the present study, this identified relationship is consistent with a broad collection of pathological circumstances describing not only marked impairments in sleep spindle activity, but co-occurring deficits in hippocampal gray matter and episodic memory, including Alzheimer’s disease, Schizophrenia as well as sleep apnea (Barnes et al., 2009; Ferrarelli et al., 2007; Hedden and Gabrieli, 2004; Himanen et al., 2003; Joo et al., 2010; Kloeper et al., 2009; Rauchs et al., 2008; Tamminga et al., 2010). Our findings suggest such features may be inter-related, offering a testable link between deficits in hippocampal structure, impoverished sleep spindle activity, and memory impairment.

Counter to our hypothesis, no structural relationships were identified between spindle frequency and the thalamus. One potential explanation for this lack of association is that the thalamus is not well segmented by T1-weighted structural MRI (Eggert et al., 2012). Irrespective, the absence of an association in the present data does not challenge the established role of the thalamus in generating spindles (Steriade et al., 1985). Instead, our results may be interpreted in the context of quantity relative to quality. While thalamic processes are critical for the instigation of sleep spindle events (quantity) (Roth et al., 2000; Steriade et al., 1985), the EEG expression of qualitative features of spindles (e.g. individual frequency) may be less dependent on thalamic structure and more dependent on down-stream cortical regions. This interpretation is consistent with previous EEG source analyses of sleep spindle demonstrating differential cortical (rather than thalamic) source associations of fast and slow sleep spindles (Anderer et al., 2001; Ventouras et al., 2007).

Beyond our a priori regions of interest, several additional regions were negatively correlated with spindle frequency at the whole-brain level. These included select frontal lobe regions, most prominent in dorsolateral prefrontal cortex. This is of note given the known frontal-dominant EEG surface expression of slow sleep spindles (De Gennaro and Ferrara, 2003; Schabus et al., 2007), and a recent report of congruent lateral prefrontal cortex fMRI activity associated with sleep spindle occurrence (Schabus et al., 2007). While gray matter associations with primary sensory and perceptual areas are consistent with a potential protective function of spindles, a role for human dorsolateral prefrontal cortex in sensory gating has recently been advanced (Mayer et al., 2009). Our findings offer tentative support to a framework where primary sensory and perceptual areas (here, auditory and insula cortices), in cooperation with high-order rating networks in dorsolateral prefrontal cortex, may form a sleep spindle regulating network capable of gating sensory interference and hence maintain the sleep state.

It should be noted that our regression technique relies on examining negative and positive contrasts of the same model to identify areas of gray matter volume predictive of inter-individual differences in slower and faster sleep spindle frequencies. As a result, each voxel can only be associated in a negative or a positive manner, and not predictive in both directions (although this does not preclude the possibility of generators common to fast and slow spindles).

**Structural brain correlates of slow waves**

The basal forebrain forms a major part of the neural circuitry that supports homeostatic sleep–wake regulation (Kalinchuk et al., 2010; Modirrousta et al., 2007; Monti, 2011). This homeostatic process is manifest in the cortical EEG by the slow wave (Esser et al., 2007), which responds in a proportional manner to sleep need (Dijk et al., 1993; Esser et al., 2007). While varying considerably between individuals, levels of slow wave expression under rested conditions are highly consistent within individuals in a trait-like manner (Tucker et al., 2007), potentially influenced by genotypic variations (Viola et al., 2007). Our findings indicate that brain structure affords one explanatory factor of inter-individual variance in slow waves, which itself may be determined by genotypic influence. Specifically, gray matter volume in the basal forebrain accounted for nearly 50% of the inter-individual variability in slow wave density: a finding anatomically consistent with the marked disruption of slow waves and their regulation that occurs...
following lesions of the basal forebrain (Lai et al., 1999; Srinivasa et al., 2004). One testable prediction emerging from these findings is that gray matter integrity of the basal forebrain should serve as a predictor of inter-individual variability in homeostatic sleep regulation, indexed by slow waves, and perhaps most powerfully in response to the condition of sleep deprivation (Dijk et al., 1993).

Beyond density, slow waves have a known frontal-dominant topography of amplitude (Kurth et al., 2010; Riedner et al., 2007). Consistent with this topography, we show that gray matter volume within select midline prefrontal regions of the anterior cingulate and orbital frontal cortex positively predict slow wave amplitude. Offering convergent evidence, homologous medial prefrontal regions (peak source activity in the cingulate cortex) were identified using EEG source analysis of these slow waves; similar to previous EEG source analysis of slow waves (Murphy et al., 2009). While remaining speculative, such convergence across methods increasingly supports the midline frontal cortex as critical in the determination of NREM slow wave EEG generation. More broadly, the association between slow waves and regions of medial frontal cortex is consistent with ontogenetic differences in slow wave activity across the lifespan, with frontal cortex and slow waves expressing remarkably congruent developmental alterations early in life (Kurth et al., 2010) and pernicious reductions later in life (Buchmann et al., 2011b; Carrier et al., 2011).

While the insula cortex was a target region potentially accounting for inter-individual difference in slow waves, based on previous EEG source analysis (Murphy et al., 2009), no structural associations were identified, for either metric of NREM slow waves. While the insula cortex may be involved in the generation of slow waves (Murphy et al., 2009), gray matter volume does not appear to appear to be a strong determinant of the expression of these waves across individuals.

For slow wave density, two additional regions of association were observed in the whole brain analyses. First, gray matter volume in parahippocampal gyrus predicted individual differences in slow wave density, offering anatomical homology with regions expressing simultaneous activation during the coincidence of (rather than individual differences in) slow waves (Dang-Vu et al., 2008b). Second, gray matter volume in a number of sub-areas within the cerebellum further demonstrated a positive relationship with slow wave density. While unexpected, considering slow waves are known to derive from cortical sources, it is of note that similar cerebellar slow wave associations have been identified in fMRI studies (Dang-Vu et al., 2008b).

Our current analyses do not dissociate NREM K-complexes from slow waves, which themselves may have potentially influenced these slow wave findings. Despite their similarity in frequency and amplitude to slow waves (Amzica and Steriade, 1997), K-complexes make up a comparatively small proportion of the NREM EEG. As such, the influence of such K-complexes on current findings is likely modest.

Building on these results, prospective longitudinal studies will be required to determine the directional nature of these relationships, offering a complement to developmental cross-sectional approaches (Buchmann et al., 2011b), and examinations in clinical populations (Benson et al., 1996; Joo et al., 2010; Macey et al., 2002; O’Donoghue et al., 2005; van Kammen et al., 1988; Wiegand et al., 1991). Future structural investigations will likely benefit from examining additional anatomical metrics, including quantification of white matter fiber tracts between regions that may govern the propagation of electrical sleep oscillatory activity (Buchmann et al., 2011a; Plantoni et al., 2013). Together, such approaches will help define how the macroscopic structure of the human brain accounts of physiological sleep generation and expression, both in healthy populations as well as clinical disorders expressing co-morbid sleep abnormalities.
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