Perceptual learning induces changes in early and late visual evoked potentials
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ABSTRACT

Studies of visual cortical responses following visual perceptual learning (VPL) have produced diverse results, revealing neural changes in early and/or higher-level visual cortex as well as changes in regions responsible for higher cognitive processes such as attentional control. In this study, we investigated substrates of VPL in the human brain by recording visual evoked potentials with high-density electroencephalography (hdEEG) before (Session 1) and after (Session 2) training on a texture discrimination task (TDT), with two full nights of sleep between sessions. We studied the following event-related potential (ERP) components: C1 (early sensory processing), P1 and N1 (later sensory processing, modulated by top-down spatial attention), and P3 (cognitive processing). Our results showed a significant decrease in C1 amplitude at Session 2 relative to Session 1 that was positively correlated with the magnitude of improvement in behavioral performance. Although we observed no significant changes in P1 amplitude with VPL, both N1 amplitude and latency were significantly decreased in Session 2. Moreover, the difference in N1 latency between Session 1 and Session 2 was negatively correlated with behavioral improvement. We also found a significant increase in P3 amplitude following training. Our results suggest that VPL of the TDT task may be due to plasticity in early visual cortical areas as well as changes in top-down attentional control and cognitive processing.

1. Introduction

Visual perceptual learning (VPL) refers to the long-term improvement in perception of a visual stimulus with practice. Depending on the training characteristics, VPL can be specific to the features of the trained stimulus, meaning that behavioral improvements do not transfer to untrained stimulus features (Hung & Seitz, 2014; Karni & Sagi, 1991, 1993; Zhang, Li, Song, & Yu, 2015). For instance, training improves performance on a texture discrimination task (TDT) (Karni & Sagi, 1991, 1993) that involves discriminating the orientation of a set of three diagonal bars that are arranged either horizontally or vertically and embedded within a background of horizontally or vertically oriented elements. This improvement in performance is long-lasting and specific to the trained stimulus: changing either the target location or the orientation of the background elements after training caused performance to return to pre-training levels (Karni & Sagi, 1991, 1993; Stickgold, James, & Hobson, 2000).

Based on the location and orientation specificity of these training effects, it has been suggested that perceptual learning of TDT is due to plasticity in primary visual cortex (V1). Plasticity in sensory cortical areas following VPL has also been observed in multiple electrophysiological and neuroimaging studies (Bao, Yang, Rios, He, & Engel, 2010; Furmanski, Schluppeck, & Engel, 2004; Pourtois, Raus, Vuilleumier, & Schwartz, 2008; Schwartz, Maquet, & Frith, 2002; Seitz & Watanabe, 2005; Sigman et al., 2005; Walker, Stickgold, Jolesz, & Yoo, 2005; Yotsumoto, Watanabe, & Sasaki, 2008). However, other studies of VPL have suggested involvement of higher visual areas (Dosher & Lu, 1998; Petrov, Dosher, & Lu, 2005; Raiguel, Vogels, Mysore, & Orban, 2006; Song et al., 2005; Yang & Maunsell, 2004) and in higher-order cortical regions such as prefrontal cortex (Wang et al., 2016). In macaque monkeys, perceptual learning induced changes in area V4 (Yang & Maunsell, 2004), an intermediate level of the visual cortical processing hierarchy, that were greater than those observed in V1 (Raiguel et al., 2006). Dosher and Lu (1998) proposed a model that describes VPL as a task-specific reweighting of the connections between visual processing areas and decision units. In this model, plasticity in
early visual cortex is not necessary for VPL to result in behavioral improvements (Dosher & Lu, 1998; Petrov et al., 2005).

Studies of event-related potentials (ERPs) following VPL of TDT have produced mixed results regarding modulation of the C1 component, an early visual evoked potential thought to mainly reflect responses in primary visual cortex (V1) (Clark, Fan, & Hillyard, 1995; Di Russo, Martínez, Sereno, Pitavalis, & Hillyard, 2002; Jeffrey & Axford, 1972), as well as later ERP components related to attention and decision making (Pourtois et al., 2008; Qu et al., 2014; Wang et al., 2016). Pourtois et al. (2008) reported decreased C1 amplitude after extensive training on the TDT. However, others found no effect of TDT training on C1 amplitude but significant neural changes in components related to higher-order cortical processes such as frontal P2, posterior P1, posterior P160–350, and anterior P160–350 (Qu et al., 2014; Wang et al., 2016).

Here we analyzed ERP responses of early (C1) and late (P1 & N1) visual evoked potentials as well as responses related to higher-order cognition (P3). The P1 and N1 components are sensory evoked potentials that peak within the first 200 ms of stimulus processing, with P1 normally observed around 100 ms, and N1 150–200 ms, after stimulus onset. A large body of literature has shown modulation of P1 and N1 components by visual spatial attention (Hillyard & Anllo-Vento, 1998; Luck, Woodman, & Vogel, 2000; Luck et al., 1994; Mangun, 1995; Noe et al., 2002; Rugg, Milner, Lines, & Phalp, 1987; Van Voorhis & Hillyard, 1977). C1, P1, and N1 are exogenous ERP components, meaning that their amplitudes and latencies are primarily a function of the physical properties of external stimuli. We also studied the P3 component, an endogenous component that peaks approximately 300 ms after stimulus onset over the parietal cortex. Unlike exogenous components, P3 is not modulated by the physical properties of external stimuli, but it is strongly modulated by attention, arousal level, memory processing, and decision-making (Hruby & Marsalek, 2003; Linden, 2005; Polich, 2007; Polich & Kok, 1995; Sutton, Braren, Zubin, & John, 1965).

Simultaneous measurement of C1, N1, P1, and P3 components allowed us to characterize the effects of VPL of TDT on electrophysiological signals at multiple levels. Changes in the amplitude and/or latency of the C1 component would suggest a contribution of primary visual cortical area V1 to VPL. Additionally, if training on the TDT changes attentional demands, this could result in altered P1 and/or N1 components. Finally, changes in the P3 component would suggest involvement of higher-order cortical processes such as decision-making.

In this study, we recorded hDEEG while participants performed the TDT both before training (Session 1) and 48 h after training (Session 2). The ongoing debate about the neural mechanisms underlying VPL, our main goal was to assess the effects of VPL on early and late ERP components associated with primary visual cortex and/or higher-order cortical areas, respectively.

2. Methods

2.1. EEG recordings

EEG data were acquired using a 64-channel cap (EASEYCAP GmbH) with Ag/AgCl electrodes placed according to the international 10–20 System (Jasper, 1958). Fifty-six out of 64 electrodes were active scalp recordings. The remaining electrodes were the following: two electrocardiogram (ECG), two electromyogram (EMG), two electrooculogram (EOG), 1 ground, and 1 on-line common reference channel (at FCz location, retained after re-referencing). EEG signals were recorded at a 1000 Hz sampling rate and referenced on-line to the common reference channel. After recording, EEG data from electrodes with impedance more than 3kΩ (on average, 8% of electrodes) were replaced with interpolation using the EEGLAB Toolbox (Delorme & Makeig, 2004). Next, EEG signals were re-referenced to the average of all active scalp electrodes and filtered between 0.05 and 40 Hz. Epochs were extracted from 200 ms before stimulus onset to 500 ms after stimulus onset and were baseline corrected over the 200 ms pre-stimulus interval. Trials with incorrect behavioral responses and those contaminated by movement artifacts, eye blinks, and/or eye movements exceeding ± 50 μV were excluded from further analysis.

2.2. Subjects

Twenty healthy, non-smoking adults between the ages of 18 and 35, with no personal history of neurological, psychological, or other chronic illness gave informed consent to participate in the study. The Western Institutional Review Board approved all experimental procedures in accordance with the code of Ethics of the World Medical Association (Declaration of Helsinki).

Subjects were asked to maintain a consistent sleep-wake schedule during the week prior to and throughout the experiment, which included going to bed no later than 1:30 AM, waking up no later than 9:30 AM, and spending at least 8 h in bed each night. Subjects were also asked to refrain from consuming caffeine, alcohol, and all stimulants for 24 h prior to and including each study day. Heavy caffeine users (> 240 mg per day) were also excluded to minimize the possibility of significant withdrawal symptoms during the experiment. Subjects completed sleep diaries and wore actigraph wrist monitors (Actiwatch Spectrum, Respironics) during the entire week prior to the experiment to provide subjective and objective measures of sleep-wake activity, respectively.

2.3. Stimulus and task

Subjects performed a version of the TDT that was adapted from Karni and Sagi (1991). Visual stimuli for the TDT were created using the Psychophysics Toolbox (Brainard, 1997; Kleiner et al., 2007; Pelli, 1997). Each stimulus contained two targets: a central letter (‘T’ or ‘L’), and a peripheral array of three diagonal line segments in either the upper right or upper left quadrant at 2.5–5.9° eccentricity from the center of the display. The three line segments in the peripheral array were arranged either horizontally or vertically within a background of horizontally- or vertically-oriented background elements, resulting in a texture (line segment orientation) difference between the target and the background (Fig. 1a).

An experimental trial consisted of the following sequence: central fixation cross for 600 ms, blank screen for 300 ms, target screen for 17 ms, blank screen (the inter-stimulus-interval, or ISI: variable duration with range 50–400 ms), mask for 100 ms, response interval for 2 s, and feedback (red fixation cross for incorrect trials and green fixation cross for correct trials) for 250 ms. The next trial started after 1500 ms of presentation of a blank screen. Subjects made two key presses to report both the central (letter identity; ‘T’ or ‘L’) and peripheral (orientation of three diagonal lines; horizontal or vertical) target identity on each trial.

In each session, subjects completed multiple runs of the TDT. In the first run, the ISI was fixed at 500 ms (Pourtois et al., 2008; Wang et al., 2016), and subjects completed 7 blocks of 15 trials each (total of 105 trials). In the second run (10 blocks of 15 trials, 150 trials total), a method of constant stimuli was employed, with a progressively shorter ISI (the specific sequence of ISIs was 400, 300, 250, 200, 167, 150, 134, 117, 100, and 50 ms). For this run, percent correct trials as a function of ISI was fit with a Weibull function to estimate a behavioral threshold (the ISI at which performance yielded 80% accuracy).

In Session 2, there was also a third run (same sequence of ISIs as in the second run, 10 blocks of 15 trials, 150 trials total) with a background orientation that was orthogonal to the background used during training and had never been previously seen by the subjects. Session 2 always started with the fixed 500 ms ISI run, followed by the two runs with progressively shorter ISIs in each block. One of these latter two
runs had the trained background orientation, and the other had the untrained background orientation. The order of these runs (trained versus untrained background) was counterbalanced across subjects.

EEG data were recorded during all runs, but only the EEG data from the first run (with fixed 500 ms ISI) of each session are analyzed here (the brief ISIs used for the trials used to obtain behavioral thresholds make it difficult to separate ERPs in response to the target array and to the mask). For all runs, subjects were able to control the time of onset of each block and were instructed to take as many breaks as needed between blocks.

A chin rest was adjusted to position each subject 60 cm from the stimulus presentation screen. Subjects were randomly assigned a specific stimulus condition for training (target location in either the lower left or lower right quadrant; background element orientation either vertical or horizontal) and practiced the task in this condition before starting the first run. Once subjects were at least 90% correct for peripheral target discrimination, they proceeded to the experimental runs.

2.4. Experimental timeline

Fig. 1b illustrates the experimental timeline for this experiment. The data reported here are from the placebo sessions of a larger pharmacological study. At 9 AM on Day 1, subjects began Session 1, which included two runs of the TDT task – the first run yielded the EEG data used for ERP analysis, and the second run yielded the behavioral data used to estimate performance thresholds. Subjects then had two nights of sleep and returned to the lab 48 h later on Day 3 to complete Session 2. This session included three runs of the TDT – the first run for ERP data, and the second and third runs to estimate thresholds for the trained and untrained stimulus conditions.

2.5. Data analysis

2.5.1. Behavioral

TDT thresholds were compared between Session 1 and Session 2 using repeated-measures analysis of variance (ANOVA). To examine the magnitude of perceptual learning, we computed the performance difference score between Session 1 and 2 thresholds for each condition; positive values indicate lower thresholds (task improvement) following training.

2.5.2. ERP analysis

Grand average ERP responses to the TDT target presentation were computed, and four distinct ERP components were identified based on their distinctive polarities, latencies and topographic maps: C1, P1, N1, and P3. C1 polarity is a function of visual field location of the stimulus – it is generally positive when the target is presented in the lower visual field and negative when it appears in the upper visual field, consistent
with neural generators on either side of the calcarine sulcus in cortical area V1 (Di Russo, Martínez, & Hillyard, 2003). In the current study, visual stimuli were always presented in the upper visual field, resulting in a C1 component with a negative peak for all subjects and conditions.

We quantified amplitudes of C1, P1, N1 and P3 as the mean value between 45 and 90, 80–130, 125–190, and 220–500 ms after stimulus onset, respectively. Latencies were defined as the time following stimulus onset at which a given component reached its maximum/minimum peak.

For each ERP component, electrode sites with prominent scalp activity were selected for analysis. The C1 component was assessed at CPz, Pz, and POz sites; the P1 component at P1, Pz, and P2; the N1 component at P3, P5, P7, PO3, O1, P4, P6, P8, PO4, and O2; and the P3 component at P1, Pz, and P2. Repeated-measures ANOVAs were used to examine mean amplitudes and peak latencies for each ERP component, with factors of Session (1 or 2), electrode site (see above), and hemisphere (ipsilateral or contralateral to the peripheral target stimulus location). Post-hoc pairwise t-tests were conducted to further characterize significant main effects from the ANOVAs.

Furthermore, changes in mean amplitude and peak latencies of each ERP component for each subject were correlated with performance difference scores. For each ERP measure, we performed an outlier test with a threshold of 2.5 standard deviations from the mean, and no data were excluded from the correlation analyses based on this criterion.

2.5.3. Analysis of latency-corrected averages

To further study learning-induced changes in ERP components, we minimized the variability due to inter-trial fluctuations in latency of ERP components by computing latency-corrected averages. Specifically, we shifted each single-trial time series in time so that the latency of a selected ERP component matched that of the time series averaged across trials (Navajas, Ahmadi, & Quian Quiroga, 2013; Quian Quiroga, Atienza, Catero, & Jongsma, 2007; Rey, Ahmadi, & Quian Quiroga, 2015). We used a wavelet-based denoising algorithm to more effectively extract single-trial ERPs (Ahmadi and Quian Quiroga (2013)) and used the latency of these single-trial ERPs to compute latency-corrected averages.

2.5.3.1. Single-trial ERP denoising. Average ERPs were decomposed into six frequency bands using multiresolution decomposition. Wavelet coefficients related to the average ERP components were first selected automatically (Ahmadi & Quian Quiroga, 2013) and then further refined manually (Quian Quiroga, 2000; Quian Quiroga & Garcia, 2003). Next, the values of the coefficients that were unrelated to the average ERP components were set to zero (hard thresholding), as in Ahmadi and Quian Quiroga (2013).

Denoising of both the average and single-trial ERPs was carried out by applying the inverse wavelet transform, using the set of selected coefficients from Session 1 for a representative subject, to reconstruct the time series for both Session 1 and Session 2 for all the subjects (Navajas et al., 2013). By removing the contribution of unrelated coefficients, this method improves the estimation of peak amplitude and latencies of single-trial ERP components, compared with non-de-noised data (Ahmadi & Quian Quiroga, 2013; Quian Quiroga, 2000; Quian Quiroga & Garcia, 2003).

2.5.3.2. Latency-corrected averages. Next, we latency corrected single trials in denoised data to assess whether the learning-induced changes in N1 amplitude were a direct consequence of changes in C1 or P3 amplitude (there were no learning-induced changes in P1). For each subject, the extracted single-trial N1 components were aligned to the average N1 response for that subject, and then the latency-corrected grand average ERP was calculated by averaging the latency-corrected averages for each subject. Aligning N1 in this way increases (negatively) the N1 amplitude, and we determined the effect of this N1 latency correction on C1 and P3 amplitudes. If increasing N1 amplitude through latency correction did not increase C1 amplitude, we could conclude that the learning-induced changes in N1 are not a direct consequence of changes in C1. Similar considerations apply to possible relationships between the N1 and P3 components.

We also performed latency correction on C1 and measured its effects on the amplitudes of the other ERP components. The sign test (Conover, 1999, Chap. 3.4) was used to test for statistical significance of the difference between each component before and after latency correction.

3. Results

3.1. Behavioral results

Fig. 2 displays behavioral thresholds for TDT for both Session 1 and Session 2. Behavioral effects of learning were assessed using paired t-tests. There was a significant decrease in threshold between sessions for the trained background (p = .012), indicating that VPL occurred with training. The threshold for the untrained background was significantly greater than that of the trained background in Session 2 (p = .02), but it was no different than that the trained background in Session 1 (p = .56), indicating that TDT VPL was specific to the orientation of the background elements. Moreover, average behavioral TDT performance for the 500 ms ISI trials used for the ERP recordings was 89% in Session 1 and 93% in Session 2.

3.2. ERP results

3.2.1. Grand average ERPs

C1: The peak of the first ERP component, C1, appeared 45–90 ms after stimulus onset. Fig. 3a depicts the grand average ERP recorded at the Pz electrode for 20 subjects for Sessions 1 and 2. Effects of learning were assessed with an ANOVA with within-subject factors of session (1 and 2) and electrode site (CPz, Pz, POz). The C1 component is known to be most prominent in midline occipital and parietal electrodes (Pourtois et al., 2008; Qu et al., 2014), so hemisphere was not included as a factor in the ANOVAs for this component. Fig. 3b shows C1 topographical maps at 70 ms following stimulus onset for Session 1 (left), Session 2 (middle), and their difference (Session 1-Session 2, right). TDT training resulted in a decreased (less negative) C1 amplitude over CPz, Pz and POz electrode sites (F(1,57) = 11.58, p = .001). There was no significant electrode by session interaction (F(2,57) = 0.14, p = .86). Next, we computed the magnitude of the effect of VPL on C1 amplitude by calculating the difference between Session 1 and Session 2 amplitude for each electrode (CPz, Pz and POz) and then averaging these difference scores. Furthermore, we defined the performance difference score as the difference in behavioral performance between Session 1 and Session 2. Across subjects, the effect of VPL on C1 amplitude was positively correlated with the performance difference score (r = 0.456,
p = .0497; Fig. 3c). There was not a significant main effect of Session on the latency of the C1 component, and there was no significant correlation between C1 latency difference and performance difference scores.

P1: Following C1, there was a positive ERP component (P1) between 80 and 130 ms. An ANOVA for P1 amplitude [session × electrode site (P1, Pz, P2) × hemisphere (ipsilateral, contralateral)] showed no significant effects of training: main effect of session (F(1,57) = 3.1, p = .08), interaction between session and electrode (F(2,57) = 0.24, p = .78), or interaction between session and hemisphere (F(1,38) = 0.95, p = .33). In addition, there were no effects of training on P1 latency: main effect of session (F(1,57) = 0.57, p = .45), interaction between session and electrode (F(2,57) = 0.7, p = .49), or interaction between session and hemisphere (F(1,38) = 1.47, p = .23).

There was also no correlation between P1 amplitude differences (Session 1-Session 2) and performance difference scores (r = −0.02, p = .92) and no significant correlation between P1 latency differences and performance difference score (r = −0.27, p = .23).

N1: The next visual evoked potential component, N1, was observed between 125 and 190 ms. Fig. 4 shows the grand average ERPs at electrode PO3 (a) and topographical maps at 150 ms after stimulus onset for Session 1, Session 2, and their difference (Session 1-Session 2). (b) Training reduced N1 amplitude (Fig. 4a, highlighted window). Results of the ANOVA [session × electrode site (P3, P5, P7, PO3, O1, P4, P6, P8, PO4, O2) × hemisphere] showed a significant main effect of session (F(1,190) = 79.13, p < .001) and no significant interaction between session and electrode (F(9,190) = 1.62, p = .11). N1 amplitude differences (Session 1-Session 2) were not significantly correlated with performance difference scores (r = 0.19, p = .41), and no significant interaction between session and hemisphere was observed for N1 amplitude (F(1,38) = 0.02, p = .87). There was a main effect of session on N1 latency, with learning resulting in a faster N1 (F(1,190) = 13.31, p < .001), and no significant session × electrode interaction (F(9,190) = 1.04, p = .41). N1 latency differences associated with VPL were negatively correlated with performance difference scores (r = −0.45, p = .046) (Fig. 4c). There was no significant interaction between session and hemisphere for N1 latency (F(1,38) = 0.04, p = .82).

P3: The P3 component was observed between 220 and 500 ms after stimulus onset (Fig. 5a). ANOVA [session × electrode site (P1, Pz, P2) × hemisphere] revealed a significant increase in P3 amplitude in Session 2 (F(1,57) = 42.94, p < .001), with no significant session × electrode (F(2,57) = 0.07, p = .93) or session × hemisphere (F(1,38) = 0.03, p = .85) interaction. The increase in P3 amplitude with learning did not correlate with performance difference scores. There were no significant changes in P3 latency after training and no significant correlation between P3 latency differences and performance difference scores. No significant session × electrode (F(2,57) = 0.36, p = .69) or session × hemisphere (F(1,38) = 0.41, p = .53) interactions were observed for P3 latency.

To assess the relative contributions and independence of the decreases in C1 amplitude and N1 latency to improved behavioral performance following training, we conducted a stepwise linear regression analysis with C1 amplitude and N1 latency differences as independent variables and the performance difference score as the dependent variable. We found a statistically significant prediction of the performance difference score (F(2,17) = 3.95, p = .039; r² = 0.32) using these two predictors. In addition, N1 latency alone significantly predicted
performance (p = .046), while C1 amplitude did not (p = .11). However, including both predictors increased the overall model fit and variance explained (r-squared change = 0.114).

3.2.2. Latency-corrected averages

The grand average ERP at electrode PO3 from Session 1 and its wavelet decomposition (traces in gray) are depicted in Fig. 6a and b, respectively. Details in 6 levels (D1–D6) contain the highest frequency components of the ERPs from D1 to the lower frequency components in D6, and the last approximation (A6) contains the lowest frequency components. Wavelet coefficients related to the ERP components were selected (Fig. 6b, coefficients in red), and those not associated with evoked responses were set to zero (coefficients shown in gray) (see Methods). The denoised grand average signal (Fig. 6a in red) was reconstructed using the selected coefficients. We used the same set of coefficients to denoise the average as well as the single-trial ERPs for all subjects in both sessions.

An example of an average ERP signal and ten single trials (traces in gray) are shown in Fig. 6c and d, respectively. The red traces show the denoised trials, and the difference between the red and gray traces indicate the amount of noise that was removed. The N1 peak latencies (local minimum between 125 and 190 ms after stimulus presentation; blue asterisks in Fig. 6d) were estimated from the denoised single trials. The latency-corrected average (blue trace in Fig. 6c) was obtained by aligning the single-trial N1 response latencies to that of the N1 response in the denoised average signal. As expected, this alignment resulted in larger N1 amplitudes. However, aligning to N1 added variability to C1, P1 and P3 latency estimates and decreased the amplitudes of these components (Fig. 6c).

Fig. 6e illustrates the grand average ERPs for both Session 1 (in solid blue) and Session 2 (solid red) and their latency-corrected grand averages (in dashed blue and dashed red, respectively). We applied the sign test to examine changes in amplitude following latency correction and found significantly increased N1 amplitude in both sessions (p < .001) but no increase in C1, P1, or P3 component amplitudes (Session 1: p = .94, p = .59, and p = .97, respectively; Session 2: p = .99, p = .58, and p = .94). These results reveal that changes in the N1 component are not necessarily accompanied by changes in C1, P1, or P3 components. Aligning to C1 latencies produced similar results: C1 amplitude was significantly increased (negatively) in both sessions (p < .001), while P1, N1 and P3 exhibited no significant increase (Session 1, P1: p = .59, N1: p = .99, P3: p = 1; Session 2, P1: p = .94, N1: p = .99, P3: p = .99). Note that for both C1 and N1 latency corrections we performed the latency corrected analysis on parietal and occipital electrode sites where we had clear observation of all four ERP components (C1, P1, N1, P3).

4. Discussion

The main goal of this study was to compare changes in early versus late cortical processing associated with VPL. We found significant changes in both early and late ERP components following TDT training, suggesting that the locus of neural plasticity associated with VPL is not exclusively early or late, but instead occurs across all tested levels of visual processing.

Specificity of VPL for stimulus features such as orientation and retinal location led early researchers to attribute learning to neural plasticity in early visual cortex (V1) (Ahissar & Hochstein, 1997; Karni
Perceptual learning increased P3 amplitude. (a) Grand average ERPs recorded at POz electrode for Session 1 (blue) and Session 2 (red). Vertical line at zero indicates the onset of TDT target array presentation, and the gray highlighted rectangle indicates the temporal window used for P3 analysis. P3 amplitude increased significantly following learning (mean P3 in Session 1: 3.89 μV, SD = 2.36; Session 2: 4.83 μV, SD = 2.53). (b) P3 topographical map 300 ms after stimulus onset for Session 1 (left), Session 2 (middle), and their difference (right).

Previous ERP studies have attributed VPL of TDT to plasticity in primary visual cortex (V1) (Pourtois et al., 2008), changes in higher-level visual cortex (Qu et al., 2014), or changes in regions responsible for cognitive processes such as attention and decision-making (Wang et al., 2016). In this study, we demonstrated changes in scalp EEG signals following VPL that were associated with activity in both primary visual cortex (C1 component) and higher visual areas (N1) that are modulated by processes such as attention and target discrimination.

Although two recent ERP studies reported no changes in C1 amplitude following TDT learning (Qu et al., 2014; Wang et al., 2016), we found a significant decrease in the amplitude of C1 that is consistent with the ERP study of Pourtois et al. (2008). We also found a positive correlation between the magnitude of the change in C1 amplitude and improvement in behavioral performance. Previous single-unit recording studies in awake behaving monkeys (Li, Piëch, & Gilbert, 2004, 2008), as well as fMRI studies (Schwartz et al., 2002; Walker et al., 2005; Yotsumoto et al., 2008), also demonstrated changes in early visual cortex due to VPL. In addition, Bao and colleagues (2010) reported an increase in C1 amplitude that was accompanied by 30% improvement in performance in a contrast detection task following one month of training, although the ERPs used to assess physiological correlates of learning were recorded during performance of a central fixation task that directed attention away from the training stimuli. In contrast, Zhang et al. (2015) attributed the VPL-induced increases in C1 amplitude observed in their study to task-specific top-down modulation of C1.

The reduced C1 amplitude that we observed after TDT learning may be explained by changes in interactions between responses to the target and background elements. Responses of V1 neurons can be suppressed by contextual inputs outside but near their excitatory receptive fields (reviewed in Angelucci et al., 2017). In our study, the ERPs in response to the stimulus array reflect both the target and background elements, and there were many more background elements that covered a much larger portion of the visual field than the three target elements. TDT learning could, therefore, have enhanced suppression of the response to the background elements and an associated decrease in C1 amplitude.

This C1 amplitude reduction could be due to top-down modulation of early visual cortex. Some studies have found that the amplitudes of P1 and N1, but not C1, are modulated by spatial attention (Di Russo et al., 2003; Fu, Fan, Chen, & Zhao, 2001; Martínez et al., 1999). In contrast, recent studies reported top-down modulation of C1 amplitude by spatial attention (Kelly, Gomez-Ramírez, & Foxe, 2008), affective evaluation (Pourtois, Grandjean, Sander, & Vuilleumier, 2004; Stolarova, Keil, & Moratti, 2006), and perceptual learning (Zhang et al., 2015). In the latter study, training on an orientation discrimination task in one location increased the amplitude of C1 for stimuli at an untrained location that exhibited significant transfer of a behavioral measure of learning, consistent with changes in top-down modulation due to high-level perceptual learning rather than plasticity in early visual cortex itself.

We also found a significant decrease in N1 amplitude following VPL, consistent with the results of Song et al. (2005), as well as a reduction in N1 latency that was negatively correlated with changes in behavioral performance. One interpretation of the decreased N1 latency is that texture discrimination becomes easier for the subjects after VPL, as N1 latency has been shown to be proportional to stimulus complexity (Ritter, Simson, & Vaughan, 1983) and processing effort (Callaway & Halliday, 1982). Furthermore, perceptual learning of face processing significantly decreased N170 latency to the trained face compared with untrained faces (Su, Chen, He, & Fang, 2012). In addition to these effects of task difficulty on N1 latency, there are analogous effects on N1 amplitude. Haider, Spong, and Lindsay (1964) showed that the N1 amplitude reflects the level of engagement of attention - as vigilance decreased, the N1 amplitude decreased. Moreover, N1 amplitude was larger when subjects performed a discrimination task (color and/or letter discrimination of individual letters in an array) compared with a control condition in which subjects did not perform any discrimination and simply responded at the onset of any letter array (Vogel & Luck, 2000). A larger N1 amplitude due to task demands was also observed in combined magnetoencephalography (MEG) and ERP recordings (Hopf, Vogel, Woodman, Heinez, & Luck, 2002). Finally, Fort, Besle, Giard, and Pernier (2005) showed that the N1 component was larger in amplitude for an identification task compared with a simple detection task. From these studies, we may conclude that TDT learning makes the discrimination task easier and more automatic, so participants could complete the task with fewer attentional resources during Session 2 compared with Session 1.

Sleep facilitates consolidation of TDT perceptual learning (Mednick, Nakayama, & Stickgold, 2003; Stickgold et al., 2000), with more improvement observed after a second night of sleep (48–96 h after initial training) compared to one night of sleep. Sleep may also be necessary to elicit changes in ERP components with training. Atienza and Cantero (2001) found no training-related changes in latency of mismatch negativity (MMN) after a period of wakefulness, whereas MMN latency decreased during rapid eye movement (REM) sleep. These findings, along with those of Stickgold et al. (2000), may explain why we observed a decrease in N1 latency following VPL after two nights of sleep (see also Song et al. (2005)), while Pourtois et al. (2008), who examined effects of TDT learning the day after the end of training, did not (Pourtois et al., 2008).

Finally, we found that VPL increased the amplitude of the P3 component, again consistent with the findings of Song et al. (2005). In
our study, P3 amplitude enhancement was not correlated with improvements in behavioral performance.

Our finding of decreased amplitude of negative components C1 and N1 and increased amplitude of the positive P3 component following VPL raises the question of whether modulation of earlier components is simply propagated to the later components. We addressed this issue by latency correcting ERP averages for each of these components in each session. We found that alignment based on N1 latencies increased the amplitude of N1 but not the earlier C1 and P1 or the later P3 components. Analogous results were obtained when alignment was performed on C1 latencies. These findings suggest that the components we have studied are not part of the same neural generator and that, at the single-trial level, changes in one do not directly cause or reflect changes in the others.

5. Conclusion

Our ERP study revealed neural changes in both early and later visual cortex following VPL of the TDT task. Specifically, we showed a significant decrease in C1 amplitude, indicating involvement of early visual cortex in a VPL task (replicating Porrois et al., 2008). Moreover, we demonstrated a significant correlation between this C1 decrease and behavioral differences following TDT learning. We also showed significant decreases in N1 amplitude and latency, indicating involvement of higher order cortical processes, as well as an increase in P3 amplitude. Finally, we found a significant correlation between decreases in N1 latency and TDT behavioral differences.
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